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Abstract— In wireless networks, it is often assumed that nodes coopate to relay packets
for one another. Although this is a plausible model for military or mission based networks,
it is unrealistic for commercial networks and future pervasive computing environments. We
address the issue of noncooperation between nodes in the text of content distribution in
mobile infostation networks. We assume all nodes have commanterest in all files cached
in the fixed infostations. In addition to downloading files from the fixed infostations, nodes
act as mobile infostations and exchange files when they are proximity. We stipulate a so-
cial contract such that an exchange takes place only when danode can obtain something it
wants from the exchange. Our social contract opportunistially aligns the individual node’s
interest with that of the whole distribution network and hence enables much higher system
efficiency compared to downloading only from fixed infostatbns while not requiring true co-
operation among nodes. We show by analysis and simulationkdt network performance de-
pends on the node density, mobility and the number of files thizare being disseminated. Our
results point to the existence of data diversity for mobile mfostation networks. The achiev-
able throughput increases as the number of files of interestotall users increases. We have
also extended the common interest model to the case where rexlhave dissimilar interests.
Our simulation results show that as mobile nodes change fronhaving identical interests to
mutually exclusive interests, the network performance degdes dramatically. We propose
an alternate user strategy when nodes have partially overlaping interests and show that the
network throughput can be significantly improved by exploiting multiuser diversity inherent
in mobile infostation networks. We conclude that data divesity and multiuser diversity exist
in noncooperative mobile infostation networks and can be gXoited.



1 Introduction

In generic mobile ad hoc networks, nodes communicate with egher through multihop
routing. However, the achievable capacity in these netsvaisdow as demonstrated by
simulation studies [1, 2]. Although rate adaptation [10jokver control [20] techniques
can improve network capacity, it is unlikely that these nuees will increase capacity
further by several orders of magnitude. Indeed, [8] shoviradl the asymptotic per-node
capacity of a wireless multihop network goes to zero as thabmn of nodes tends to
infinity, even under the optimistic assumption of perfettextuling and power control.

Recently, a new ad hoc network paradigm known as mobile tafios networks [7]
has been proposed. In a mobile infostation network, anygiaiodes communicates only
when they are in proximity and have a very good radio chant#ider this transmis-
sion constraint, any pair of nodes is intermittently corteé@s mobility shuffles the node
locations. The network capacity of mobile infostation natké compares favorably to
conventional multihop ad hoc networks. Using a two-hopyslaategy, Grossglauser and
Tse [7] showed that the per-node throughput of a mobile tafam network isO(1), inde-
pendent of the number of nodes. This capacity improvemanesdrom the exploitation
of node mobility to physically carry the packets around teenork, and is independent of
the underlying mobility model, as long as the mobility presés ergodic.

Nevertheless, the order of magnitude improvement in né¢wapacity comes at a cost.
End-to-end transmissions incur a random delay that is azires time scale of the mobility
process. Thus, a mobile infostation network is applicabtitay tolerant applications with
a heavy bandwidth requirement, say, in a content distobugipplication where all nodes
are subscribers to a movie or news content provider. Inypisof applications, a user is not
concerned and aware of the movie download schedules. Thieatpm typically runs in
the background for a few hours or even a few days as a user ctaamaudifferent places in
his daily routine. This is consistent with the plethora diware applications in ubiquitous
computing environments [27], where computing systems inecmvisible and fade into
the background and work for the users. In this case, we cam aaarallel ofubiquitous
networking environmentsince users are not aware of the background networking in the
mobile infostation communication paradigm.

Motivated by the dramatic capacity improvement of mobifegtation networks, there
is substantial literature that address exploitation ofenmebbility to improve data dissemi-
nation. While [3,7,16,17,25] provide theoretic analysesapacity and delay, many other
papers focus on performance evaluation of protocols anlicagipns. The potential spec-
trum of applications ranges from biological informatiomatsition systems used in habitat
monitoring of endangered wildlife species [12,22,23] oe band, to mundane movie and
news downloading in a content distribution network [30] &mhtion specific information
services [19] on the other hand. Node mobility can also bé&eg in conventional ad hoc
networks that use multihop forwarding [9, 15, 26, 32]. last®f dropping packets when a
network is partitioned, packets are buffered and handedtowenother node when a node
is reconnected to the network. This promotes robust netwerformance when network
connectivity is intermittent. Finally, similar networlgrproblems are also being considered
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under the banner of delay tolerant networking [4, 9].

Most of the above work relies on some sort of node cooperatitime underlying net-
work model. For some applications such as habitat mongaofrwildlife species, sensor
nodes are deployed from a single organization and the cabperssumption is valid. On
the other hand, in commercial applications each node in éteark is autonomous and
may act selfishly. A node usually has disincentives to rethgiopeople’s packets since it
is expending its own bandwidth and energy resources in artrasion. The cooperation
assumption is thus unrealistic.

In this paper we address the issue of noncooperation in thiextoof a mobile infos-
tation network for movie downloading. All nodes are suldsers to a movie content dis-
tribution network. A movie is divided intd( files which are then cached in a network of
fixed infostations, access points providing pockets of tsgbed short-range coverage [5].
When a node comes close to an infostation, files can be dodedbdn an entirely nonco-
operative network, this would be the only mechanism for figssemination. It only uses the
high-speed channel between an infostation and a node ne#uili wasting all the equally
excellent channels between closely located nodes. A mbiceeet system would have any
two nodes in proximity to act as mobile infostations to exaecopies of their files. With
sufficient node density, a node obtains most of the files froderto-node file exchanges.
Data dissemination is thus distributed to all nodes andadtions in the network.

It is possible to allow file exchanges among mobile nodesenkeleping the network
essentially noncooperative by stipulating the followsagial contractfor all nodes in the
network. When two nodes meet, they inspect the file contdreach other. If each node
identifies a file that it wants, a bilateral file exchange tgkase. Conversely, if either node
cannot find a file it wants, no file exchange takes place siratentbde has no immediate
incentive to transmit a file to the other. This social contr@aportunistically aligns the
interests of individual nodes with the collective interefsthe content distribution network.

We have shown by analysis and simulations that the netwgniérformance of this
file exchange mechanism depends on node mobility and derditye importantly, we
find that both fairness and throughput of the network impraséhe number of files in the
network increases. We identify this phenomenon as a new &rdiversity. Traditional
communication diversity techniques exploit the variasiohsignal strength over temporal,
spatial and frequency domairi3ata diversity on the other hand, arises when the number
of files interested by an individual increases. It is a consege of noncooperation among
nodes.

We have also extended the common interest model to the case=wehch node has
dissimilar interest. This is applicable to the contexts mak multiple movies or TV shows
are cached in the infostations. When nodes have mutuallysixe or partially overlapping
interests, network performance degrades drastically. &Ve ldentified two user strategies
for the dissimilar interest model. Our simulation resutie\g that network throughput can
be significantly improved by exploiting multiuser diveysihherent in mobile infostation
networks.
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Figure 1: lllustration of the network model.

The rest of the paper is organized as follows. In section 2deszribe the system
model. Section 3 is devoted to performance analysis, ancethts are verified by simu-
lations in section 4. We describe a new form of diversity -addiversity in section 5. In
section 6, we extend our common interest model to the caseewttgles have partially
overlapping interests. Simulation results of two usertsti@s are discussed. The results
are interpreted further as a form of multiuser diversityentgon 7. Finally, conclusions are
drawn in section 9.

2 System Model

This work is largely motivated by [7] which employed a sigt@minterference ratio (SIR)
based link quality model to demonstrate the tNatodes in a region could maintain( V)
simultaneous transmissions with acceptable SIR. Howavthis work, we look to employ
a simpler communication model in order to demonstrate tfeeedf the social contract on
content distribution. As shown in Figure 1, the geographysists ofL discrete locations
in a square grid with an infostation at the center of the gritk infostation cache holds the
K files of a movie. We assume the geography wraps around at eactuary, effectively
creating a toroidal grid. We refer to thisnode wraparound grid with one infostation and
L — 1 regular locationsas ablock A block is intended to mimic a typical multi-infostation
network in which an infinite grid of infostations populate iafinite plane. The number
of locationsL relative to the single infostation serves to charactetimedensity of fixed
infostations over the terrain.

The L location grid is populated witlv nodes with independent mobility processes.
In our simulation experiments, we assume that time is dige@ such that at each unit



of time, each node randomly and independently moves in orleeofour directions with
equal probability; = 0.25. When two or more nodes are at the same location at the same
time, we say those nodes areighbors

In our communication model, each node either downloadsffites an infostation or
exchanges files with a neighbor. At the infostation, only diegvnloading is allowed. At
any other locations, file exchanges between mobile nodgseaneitted. Given a particular
radio bandwidth, the size of a file is chosen such that the imede occupies a location
allows for either a bilateral file exchange between neighlaba regular location or for two
files to be downloaded from the infostation.

There are two factors that impact data dissemination. #esk is @ransmission con-
currency constraintat each location. If there is more than one node at the irtfosta
contention is resolved by randomly picking one node for doading. Similarly, when
there are more than two neighbors at a location, two of thghtrirs are randomly picked
to perform a file exchange. The random picking of nodes foraless transmission is con-
sistent to the node non-cooperation assumption. When raydeson-cooperative, there is
no co-ordination between transmissions of different no8&sce each node wants to mini-
mize its own downloading time, it attempts to seize the clehanevery time slot. In actual
implementation, each node may just simply broadcast a tiieeasmall random time at
the beginning of a time slot to reserve it. The first two nodhes transmit a tone at a time
slot seize the channel and are given the opportunity to regdbr a file exchange. and
may proceed to a file exchange eventually.

The second factor that affects data dissemination is cagtioy the probability of file
exchange. Thisis in turn dictated by thger strategyvhich consists of two parts. The user
strategy must determine first whether to exchange files dowpto asocial contract A
social contract is observed by all nodes and governs whatfierexchange takes place or
not. Specifically, a node may want to exchange for a file bexéus genuinely interested
in that file. In this case, a file exchange is warranted wheh hotes find something that
they are genuinely interested from each other. AlternBtigenode may want to exchange
for a popular file, which is then used to facilitate future éechanges. Thus even if a node
cannot obtain a file of genuine interest, it may exchange fite ¢hat it does not have. The
above are two instantiations of social contract and will lsewssed in this paper. In the
first part of this paper, however, there is no distinctionMsetn the two social contracts.
When all nodes have common interest in downloading the filespmpular movie, each
node is genuinely interested in every file it does not havesedetion 6, we extend the
common interest model to the case where nodes have dissintdeests that are partially
overlapping. In that case, network performance is depdanatethe choice of the social
contract.

After two nodes have reached an agreement for a file exchangede must decide
which file to download according to the user strategy. Twatsgies are examined in this
paper. For the random strategy, a node randomly selects ia dibees not have from the
neighbor node. Similarly, at the infostation, a node rangaalects to download two files
that he does not have. For comparison, we also consider dygsé@tegy which assumes



that each node has full knowledge of the circulation of edehwfithin the network. For an
infostation download or a neighbor exchange, a node piekBldthat is the least circulated
among all files it does not have. This strategy is greedy stmo@ximizes the probability
of exchangePr between two arbitrary nodes in a static snapshot.

We note that the selection of two arbitrary nodes for file exaje is suboptimal. Two
nodes that seize the channel successfully may not perfolmextihange due to the social
contract. This efficiency can be avoided by scheduling trassions only to the node pair
with an exchange agreement. However, scheduling solmipdicit co-operation between
nodes. Nodes that are eager to transmit may be asked tonréfoan transmitting. The
decoupling of channel contention and user strategy for fitdhange is thus consistent to
the non-cooperative assumption. Each node would make atterypt to seize the channel
at every time slot regardless of the likeliness of a file exgea Incidentally, the modeling
of node contention as random node selection greatly sirepltfie performance analysis
and provides a lower performance bound to an ideal scheglatheme when nodes are
cooperative.

On the other hand, the social contract implicitly assumesetlare no misbehaving
nodes. Each node makes no false claim on the files it possasdemnsures the integrity
of all its disseminated files. The social contract providésamework for studying non-
cooperation between nodes. In a practical file exchangegobtadditional security mech-
anisms may be added to ensure the integrity of the files beicigpmged. Apart from files
authentication, reputation management algorithms [18]adso be used to dissuade nodes
from misbehavior.

The proposed content distribution network admits a numbpedormance metrics to
describe how quickly files are disseminated. We definas the time when 80% of the
nodes get all of the files. A network operator is interestetthis quantity, which is related
to the networking efficiency and the revenue generated frametwork. We definé; as
the time when all nodes get 80% of the files. A network subscyitin the other hand, will
be interested 5, which is related to fairness and perhaps will influence hisngness
to pay. We also defing; as the time for all nodes to get all the files. Findllyis defined
as the time for an arbitrary node to obtain all files. An anehftexpression fo[7}] is
obtained in the next section.

We also evaluate the network performance in ternmthi@ughputC’;, which character-
izes the average rate of file downloading per node. This isé@efin terms of the network-
ing time T; and is given byC; £ K/E[T;], fori = 1,2, 3,4. The units ofC; are files per
node per unit time. Note that we can view the distribution fmagticular node of movies
over time as a renewal process in which the renewal periodlg@y, the time required for
the node to obtain one movie. Since the node obtains a rewakdfibes in each renewal
period, renewal-reward theory assures that the expediedtrahich the node obtains files
is preciselyC', [21].



3 Performance Analysis

When two or more mobile nodes are at the same location, a teyppsocess determines
whether a file exchange takes place. First, the nodes atotetion follow a radio access
protocol to determine which pair of nodes will attempt a fikclgange. We use the term
accesdo refer to the event that a node gets to be one of a pair of nibdésexamines

the files carried by the other. Under some simplifying assionp, we will see that at a
regular location thaccess probabilitis given by a constant, that depends on the number

of nodesN and locationd. in the block. For a pair of nodes chosen in the access phase,
the exchange probability’; denotes the probability that the two nodes can exchange files
under the terms of the social contract. The exchange priyabill depend on the file
contents in each node, which in turn depends on the useegyrat

In this section we provide a simple approximate analysjs afnd P;. We then develop
a simple Markov chain model to obtain the expected netwgrkime E[7}] and the corre-
sponding throughput, for each node. For the analysis, we make the following sityiply
assumptions:

e Memoryless Uniform Mobility In each time unit, each node is randomly and inde-
pendently at any of thé locations with probabilityy = 1/ L.

¢ Independent Uniform Content Distribution Given that nodé has obtained; files,
all combinations of; out of K files are equiprobable, independent of the files held
by all other nodes.

It is not hard to see that these assumptions are inconsisinthe system model of sec-
tion 2. In particular, when the number of locations is smatl anobility is limited, nodes
are likely to be neighbors frequently and have highly catedd content. Nevertheless,
our simulation results agree closely with the analyticautes, indicating that these as-
sumptions work well in systems with moderately large numi@ér= 500) of files and
reasonable mobility = 0.25.

Due to the transmission concurrency constraint, the maximumber of simultaneous
transmissions in the block equals the number of locations. For a given number of lo-
cations, it should be apparent that there is an optimum nuwibeodes/N such that the
access probability is maximized. If the number of nodes @rtbtwork is small, the spatial
transmission concurrency is not fully utilized. Similarifythere are too many nodes in the
block, only a fraction of nodes could schedule transmissinrthe possible locations.

Given a particular node at a given location, memoryless htpbnplies that the num-
ber of other neighbors at that location is a random varidbigth the binomial distribution

P[J:j]:(Njfl)pf(1—p)N—1—j j=0,....,N—1 1)

When a given mobile is at the infostation wifh= j neighbors, the probability’ that the
given node is chosen for the infostation download i§j + 1). Averaged over all/, the
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probability the given node is chosen for the download is

/ — 1 . 1_(1_p)N
6:§FP[J:]]:N—ID (2)

Similarly, when a node is at a regular location with= j > 1 other neighbors present, 2
out of 5 + 1 nodes are randomly chosen. The conditional access prdigahdt a given
node is one of the two chosen nodeg/$; + 1). Thus,

B o= ——P[J = j] 3)

- w (4)

Based on (4), the optimaV is around2L. Below, in equation (12), a more careful op-
timization of 3(V) in the limit of large N and L with fixed densityp £ N/L, reveals
that p.p,r >~ 1.8. One can use this result to determine the optimal spatiaditeof fixed
infostations based on the anticipated spatial density dfilmsubscribers.

When nodes and; have the opportunity to exchange files, the probability ahange
Py, depends on the files each node is holding. Suppose ri@i®sj havel; and/; files in
their caches. An exchange between the nodes will ogolessone node has a collection
of files that is subset of the other’s collection. Assuminghaut loss of generality, that
l; <15, an exchange failure occurs if nodehooses its subset ¢ffiles out of the!; files
of nodej. Since there areéf) total ways for node to choose its files, the probability of
exchange is

PE(lzalj) — ]_ -

0<, <[; <K (5)

From (5), we can derive a tight upper bound for the probabitite £ 1 — Py of no file
exchange between neighbor nodes wjtand!; files such that K < [; < [; < (1 —a)K
and0 < a < 1/2. WhenK is large such that X, (1 — a)K, and(1 — 2a)K are all
much greater than 1, an asymptotic upper bottd for Pg. coincides with Stirling’s
approximation forP. and is given by
(1—a)? 1—2a

2al
1—2a + anl—a

In Pge = | In ]K (6)

As the multiplier of K is negative fof < a < 1/2, we deduce that wheih< a < 1/2,

K—o0

That is, if each node has a non-vanishing fraction offélfiles, a file exchange almost
certainly will occur when the number of files in the systenaigé.
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Figure 2: lllustration of the Markov chain model. The shovatues denote the state tran-
sition rates. Note that the depiction of self transitiongristted.

To find an upper bound faPx- that is valid for most values @f and!;, we observe that
the smallr approximationn(1 + z) ~ x implies

In Ppe ~ —24°K, (8)

implying that Pz can be made arbitrarily close to zero by choosing- O(l/ﬁ).

When the number of files in the system is large, file exchangwstl always happens
among neighbors during most of the file dissemination pdespractice, we can regard
Pr = 1whenK > 1000. We will come back to this point when we discuss our simufatio
results in Figure 3.

In the following, we derive the expected networking tith€l;| for a node to obtain
all files and the associated throughgut We assume thak’ is large such that (7) holds
and we model the dynamics of movie downloading by the disctiete Markov chain
illustrated in Figure 2. Denote the state as the number af fdenaining to be downloaded
to a node. Initially a node is at stafé. Since the first two files must be obtained from an
infostation, the next state i§ — 2. Subsequently, in statése {1,..., K — 2}, each unit
of time allows the following possibilities:

e With probabilityp, the node encounters the infostation and then with proibakil
downloads two files. The state goes fréno & — 2 with probabilityu = pg3'.

e With probability 1 — p, the node is at a regular location and then with probability
[ participates in a file exchange. The state goes fkota k£ — 1 with probability

A=(1-p)B.
¢ With probabilityl — A — i, no new files are obtained and the state stays the same.
Denote the expected first passage time from statestate 0 ag;, where(2 < i <

K — 2). Conditioning on the next state transition and rearrangietds the difference
equation,

1 A I
= i— ~Gi- 9
>\+M+)\+Mg 1+)\+M92 9)

where the boundary conditions are givenjgy= 0 andg; = 1/(A+p). Using z-transforms,
we solve (9) to obtain

gi

i+ 20) + (1 - (ﬁ))u

v+ 270 (10)

g; =
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It follows that E[Ty] = 1/u + gkx—2, Wherel/p is the expected time until a node first
encounters the infostation and obtains the first two files.

For a network with a single infostation supportingnodes ovel. locations, we con-
sider the large-system and many-files regime in whieh., K > 1 while the spatial
density of nodeg £ N/L is held constant. In this regimé, the number of other nodes
seen in a location, becomes a Poisson random variableAnjith = p. From (2) and (4),
the infostation download probability and the conditionadess probability converge to

1—e?

Bp) = p (11)

2
I _ -P
3p) =S (1= (p+ 1)) (12)
Coincidentally, [17] also provides a similar analysis orrid getwork model, which agrees
to (12) we obtained. Furthermorg,= 5 (p) andu = 5’ (p) /L and the asymptote of the
expected time for an arbitrary node to collectAlffiles is

K, L
B(p)  B'(p)

Here, the second term is equalltqu to account for the time for a node to fetch the first two
files in an infostation encounter. The first term is an appr@tion togx_» by assuming
all remaining files are obtained from node to node file exckarnghen infostation density
is low, i.e. L > 1. If we further allow K to grow large relative to botlv and L, the
corresponding throughput, of a node is

K K K
E[T4] ~ 6(p)7 N?f

E[Ty] ~ (13)

Cy =

— 00 (24)

We observe that the node densitthat maximizes’ also minimizes the expected network-
ing time £/[T] and maximizes the throughpd,.

To appreciate the extent to which social contract improlresate of file dissemination
of a completely noncooperative network, in which the onlychanism for file distribution
is direct downloading from fixed infostations, we consider Markov chain model for the
latter. The corresponding difference equation for the fietsage time from statdo 0 is
gi = 1/u+ g;_o fori < K — 2, yielding E[T,|"/° = g = KL/23" and

/

Cinfo _ 25 (p) (15)

L
Hence, the social contract provides @iL), or equivalentlyO(N) sinceL and N are
of the same order, improvement to the individual file collactrate. The key ingredient
in this improvement is the increase froo(1) file deliveries per unit time made by an
infostation toO(N') peer-to-peer file exchanges per unit time. With more compiesels
for radio communication and user mobility, in particulansle employed in [7], the ability
to supportO(N) communication links in a population éf mobile nodes will yield similar
order-of-magnitude provements.
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The social contract also leads to a similar improvementéndissemination rate con-
sidered in our simulations, defined as the rate at which fiesallected by nodes through
either downloading from fixed infostations or file exchandgisce the individual file col-
lection rateC, is 3, the file dissemination rate under the social contraéf isduring most
of the dissemination process. On the other hand, the file baaling rate at an infostation
is 2 if a node is present there, thus file dissemination ratieout social contract is slightly
less than 2. Therefore, the improvement offered by the koordract is of the orden.

4 Simulation Results

In this section, we examine the impact of the number of nddesd number of fileg< in
the system on the network performance, evaluated in tertie@xpected networking time
E[T;] and throughpu€’;. In our simulations, the network size is kept constant at 25
nodes. A node moves to one of the neighbor locations gvp.0.2 at each unit time. The
performance metrics are obtained from ensemble averagergl®0 simulations.

For performance evaluation, we define tfissemination rates the total number of
files obtained, either by download from the infostation orfitey exchange, per unit time
over all mobile nodes. Figure 3 shows the disseminatiorenateaged over 100 simulations
runs. The number of nodes is held constan¥at 50 and the number of files is varied
(K = 50,100, 500, 1000). In all cases, the differences between the random and dezlgr
strategies were found to be very small. Thus, the randortegiyas a good alternative to
the greedy strategy for practical implementation.

From Figure 3, thegs-intercept is slightly less than 2. Since the node densityigs,
it is probable to find at least a node at an infostation locatad download 2 files at
t = 0. The file dissemination process has three distinct phaseshel first phase, the
infostation seeds the mobile nodes with files and the dissaion rate increases rapidly
as nodes obtain the ability to exchange files. Once most nwalesvisited the infostation,
Pr ~ 1 and the dissemination rate remains steady at a peak rates tadtinction of the
access probability(p). In particular, each node will exchange one file with probbi
PriB(p) ~ B(p). Over all N nodes, the dissemination rate\§3(p). Once a node has
acquired allK files, the social contract dictates that the node refraimffibe exchanges.
As the number of nodes with all’ files becomes significant, we enter the third phase in
which the dissemination rate declines to zero as time egolVee remaining nodes must
download their files directly from an infostation, prolongithe time to download the entire
movie. For all values of{, our simulations exhibit a significant tail associated witls
final phase of dissemination.

As mentioned in the last section, in the absence of nodetie-file exchanges, the rate
of file downloading shown in Figure 3 would have been constdhe y-intercept value of
about 2, as opposed 163(p) most of the time. The simulation results are consistent with
the analysis in the last section. & ~ 1 for large K, in each unit of time, each node will
obtain one file with probability?(p). With NV nodes in total, the average dissemination rate
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Figure 3: Average number of files obtained at each unit timer &00 simulations. (a)
K=50, (b) K=100, (c) K=500, (d) K=1000.

in the middle phase i&5(p). In Figure 3,N = 50, L = 25, yieldsp = N/L = 2 and
the middle phase dissemination rate is very clos& t#2) ~ 30 files per unit time. The
ratio of this rate to that of the completely noncooperatiegvork is about 15—a dramatic
improvement. Incidentally, we can interpret Figure 3 asadextversion ofP; as a function
of t. Whent — 0, most nodes have nothing in their caches, thy¢t) ~ 0. Similarly,
Pg(t) ~ 0 whent is large since most of the nodes have finished downloadinytheg.

Lastly, for a finite population of nodes, we can mark the bauies of the middle phase
by the times about which all nodes hawefiles, VK < m < K — VK , based on the
discussion of the upper bound 6%;. after (8). We hence observe that the first and third
phases requir®(L+/K) time, roughly on the order of the time required for each nade t
acquireVK files solely by visiting the infostation. On the other hamdttie middle phase,
the system must delivé? (N K) files in total at a dissemination rate 8f3(p) files per unit
time, and this require®(K) time. As K increases (withV, L fixed although not small),
this middle phase comes to dominate the total disseminatioe. Hence, for largey,
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the average dissemination rate is effectively the sameeggdahk dissemination rate of the
middle phase. In short, @& — oo, the curve of Figure 3 converges to a rectangle with a
constant file dissemination rate 873 (p) files per unit time for a duration o /3(p) time
units. This conclusion is consistent with the observatltat the peak dissemination rate
Np(p)is simply N times the average per node throughpuit We note that a& — oo, the
transmission of each channel is only limited by contentindicating the noncooperation
strategy achieves almost optimum resource utilization.

In Figure 4, the networking timég, i = 1, 2, 3, are plotted against the number of nodes
N. The number of files is kept constantfdt= 200. From (2), it is easily verified that(p)
is maximized at3 = 1.7933 users/location, oV, = 45 users ovelL. = 25 locations.
This agrees with our observation in Figure 4(a), confirmimaf fV ~ 45 also minimizes
E[Ty]. WhenN increases pasV,,, £[1;] increases due to the increased contention at
each location; however, the increase is partially offseth®y increased opportunity for
exchanges; hencé[T}] is fairly insensitive toN when N > N,,.. WhenN < N,
E[T1] increases quickly for decreasing. When N is small and node density is low, the
system performance is hampered by the limited availallijle exchanges. In this case,
E[T}] is very sensitive taV since a small increase iN significantly increases the rate of
file exchange.

In Figure 4(b), and 4(c), the optimum number of nodes thaimmies the networking
time T, and7; are respectively,,, = 20 andN,,, = 10 nodes, rather thal = 45 nodes.
This disparity arises from the observation in Figure 3g)that whenk is not large, the
total download time depends strongly on the duration of phlasee which has a long tail.
The tail length depends largely on the rate at which mobi#esacan download from the
infostation. The tail decreases Asdecreases because fewer nodes results in each node
having better access to the infostation. On the other h&nds unaffected by the long
tail. A plausible reason is that networking is unfair to thstlfew nodes who have yet
to complete their downloading; 80% of the nodes finish doading all files well before
hitting the long tail regime.
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With reference to Figure 5, the networking timgsre plotted against the number of
files K cached in an infostation. It is obvious that the networkimget7; can be fitted
by a straight line for largek’. The variance forZ[T;] is also small, indicating that the
networking effect due to node mobility is largely determstig. The slope of the asymptote
is found to be around 1.63, which is equal t93(/N). On the other hand]; and T;
exhibit larger variances. The slope of the asymptote$f{f,| and F [T3] are 1.1 and 1.6.
When K < 500, we observe that/[T] is larger thanE[T;]. Beyond K = 500, E[T3]
is smaller than®[T;]. This demonstrates that &S increases, the networking between the
nodes is more fair. That is, all nodes have approximatelys#ime file downloading time.
A plausible reason is that; — 1 as K increases. The downloading rate is no longer
influenced by individual file content, but depends primadty mobility and contention.
For largeK > 500, the downloading time is long compared with the time scalmobility
ergodicity. Each node therefore has a downloading timeishainmost the same, such that
E[Tl] > E[TQ]

5 Data Diversity

In Figure 5, we showed that the networking ti i), i = 1,2,3 can be fitted nicely
to an asymptote a& increases. The corresponding throughputs are plottedgar&i6
versusk'. We observe that the throughput is an increasing functiol oft is instructive
to find the asymptotic value of throughpf® as K’ — oo. To do this, we use the intuition
captured in (13) and approximate the asymptoté;ddy

T = mK + ¢; (16)
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wherem; is the slope and,; is the vertical intercept. Since the asymptéfe approaches
E[T;] arbitrarily close wherk’ — oo, we compute the asymptotic throughput as

o . K . K 1
OF = im = lim s = (7)

Recall thatms = 1.63 as read from Figure 5(c). Thu$; = 0.613 files per node per
unit time, or30.65 files per unit time in our network whe® = 50. This agrees with our
result in Figure 3(d). Whe#; ~ 1, the rate for data dissemination is arouwtdfiles per
unit time. Incidentally, we observe that

A O = i ¢ a9
When K — oo, networking is fair and each node has the same asymptotaghput.
Thus, our simulation results are consistent with our sifigalianalysis.

The apparent increase in throughput can be understood tiengpncept oflata di-
versity In wireless communications, diversity refers to the eiptmn of variations in
signal strength due to multipath fading. Since multipathirfg exhibits signal variations
over spatial, time and frequency domains, diversity teqph@s can be applied to select the
strongest signal component over the respective domainersdy can also be exploited in
a more general sense. In multiuser diversity, for instaaceceiver exploits the variability
of received signal strength over different mobile nodes, selects the node with the best
channel for transmission.

Whereas the above techniques belong to the category of camation diversity, we
argue that a new form of diversity, coineta diversity is exhibited in noncooperative
content distribution. When nodes are not cooperating, eade effectively has a prefer-
ence list of files that evolves with time. If the number of disgnated files is large, there
are more selections from a node’s perspective. Here, a nmutonistically chooses an-
other node with large selection to exchange files with. Hquat(5), (7) and (8) dictate that

15



file dissemination under the social contract is more effioidren there are more selections
available for each node. We have shown that data diversigiéyant to noncooperative
data dissemination, which is gaining more attention in teevorking community. Data
diversity may also have implications to other peer to peéwokks other than mobile info-
station networks such as content distribution on the wingéerhet.

Consider the possibility that several content provideesthe mobile infostation infras-
tructure to disseminate their content (that are not highlgriapping) to a common group
of subscribers. If a subscriber has files from content pevAland it encounters another
subscriber with files from content provider B, these filesegalty would not be inter-
exchangeable since they originated from different corpentiders. However, our results
point out that content distribution for each provider wobkl more efficient, in terms of
both throughput and fairness, if there were mutual agre&rsatween content providers
such that all files are inter-exchangeable, effectivelyaasing the content siz€.

On the other hand, even if content providers do not collalkrdradata dissemination,
data diversity can still be useful, say, in the dissemimatiba single movie of a movie
distribution network. Consider the scenario when a DVD iyahovie is disseminated in
a highway infostation network populated with fast vehicabscribers. A typical drive-
through infostation has a coverage radius of 20m [6]. A Veldata speed( m/s @5 mi/hr)
therefore has a connection time of 2 seconds when it is indkierage area of an infos-
tation. Similarly, for two vehicles moving in opposite diten, the connection time is
only 1 second. Suppose the infostation radios operate atd@shdata rate of 160Mbit/s
(which still substantially outperform the state of the a#tVibit/s 802.11a access points
available today). In order to facilitate the file exchangénad data files in the worst case of
a head-on mobile to mobile encounter, the file size shoulddbmaere than 10MByte. On
the other hand, the typical size of a DVD quality movie is rolydgoGByte. Thus, a movie
should be split intd< = 500 files and cached in fixed infostations for dissemination. Our
simulation results in Figure 6(c) have shown that with a nsbdentent size of{ = 500
files, the achievable per node throughpytis 80% of the theoretical per node throughput
limg .o, C4 for asymptotically large<. Thus, without even relying on the cooperation be-
tween the content providers, we can enjoy the benefits ofdilaasity in the dissemination
of a single movie.

6 Dissimilar Interests

In our basic model, we assume all nodes have a common intergstiles. In this section,
we extend the common interest model to the case where eaghhasdinterest in only
a subset of thds files cached in the infostation. Depending on the type of eantthe
interests of the nodes can beutually exclusiveor partially overlapping For instance,
suppose multiple movies, saya movies are cached in the infostations, where o < 1.
Each movie has the same length and is divided inko files. If each node is interested
in one movie only, then any two nodes will have interests #nateither exactly the same
or mutually exclusive. More generally, the interests ofralties are partially overlapping.
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Consider the case where multiple TV shows are cached in fostations. Without loss of
generality we assume each TV show is stored as one file. Eatthiadnterested i K
TV shows or files that is randomly selected from &llcached files. We redefifg as the
downloading time for all files that a node is interested, o< files. The corresponding
throughput is redefined & = oK/ E[T}).

Recall in section 2 that a user strategy consists of two p&uppose two nodes seize
the local channel successfully. First the two nodes musrdehe whether to exchange
files. Second, upon an agreement of performing a file excharagsh node determines
what to exchange as specified by tla@mdomor greedystrategy. In the common interest
model, each node is interested in every file cached in thestafions. A node therefore
is genuinely interested in every file that it does not havethéndissimilar interest model,
however, the above assumption is no longer valid. We caardifitiate two user strategies
in which neighbor nodes determine whether to exchange fitasser strategy |, neighbor
nodesA andB perform a file exchange only if both nodes discover a file oLgaminterest
on inspection of each other’s caches.ulser strategy I, nodesA and B are obliged to
exchange files if each node has a file that the other node dbhavey whether or not those
files are of genuine interest.

Once the nodes agree on a file exchange, eitheatidomor greedydownloading strat-
egy can be used in both user strategies. Nevertheless, welbamonstrated through analy-
sis and simulations in earlier sections that the random aeelddy downloading algorithms
have almost identical performance. Hereafter, we considér the random download-
ing strategy when we compare the performance of user syratgd 1l in the simulation
studies.

We have performed simulations to study the network perfocador both the multiple
movies model and the TV show model. For the multiple moviesi@hoeach node is
interested in exactly one movie consistingdf files. The interest of each node is fixed in
all simulations. For the TV show model, a node is interesteéach file with probability
«. Thus each node is interesteddark files on average. Individual node interests are
varied across simulations. The network performance isuatedl in terms ofy, which
characterizes the extent of overlapping interest with otioeles. Whenv is very small,
each node is interested in a small fraction of all files. Ther@sts of any two nodes are
likely to be mutually exclusive. Aa increases, more nodes are interested in the same files.
It is therefore more probable for a node to run into anothelertbat has the same interest.
Whena = 1, all nodes are interested in dll files and our model reduces to the common
interest model.

We assume a system witi = 40 nodes in each infostation block add = 1000
files. We consider the multiple movies model witf2, 4, 5, 10, 20, 40 movies distributed
at the infostations, correspondingdo= 1, 0.5,0.25,0.2,0.1, 0.05, 0.025. In the case of 40
movies, each node is interested in different movies and haweally exclusive interest.
The number of nodes having the same interest increaseswithena = 1, all nodes
have a common interest for the same movie. Den}ﬂ@a’j], i = 1,2,3 as the expected
networking time of user strategy where; = 1,2. We are interested in finding the ex-
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Figure 7: Average networking time vs. the fraction of intteel fileso for multiple movies
model. (a)E[T;] when 80% of all nodes obtain all files, (B)[7>] when all nodes obtain
80% of all files, (c)E[T3] when all nodes obtain all files. The dashed lines denote the 1
standard deviation upper and lower bounds from the meamvalu

pected networking time for both user strategies. In the Tafsimodel, we consider 1000
TV shows are being distributed on the infostation netwoikach node is interested in a
show with probabilitya,, wherea takes the values af, 0.75,0.5,0.2, 0.1, 0.05, 0.025. In
each simulation trial, the interest of each node is changeadh the multiple movies and
the TV show model have similar performance, which is notgsirpg. For illustration pur-
poses, we focus on the multiple movies model below and wilkiethe results for the TV
show model in the end of the next section.

Referring to Figure 7, the networking time of both user sigas is plotted versus
a. We observe that even whenis very small, the downloading time of user strategy |
is quite large. In particular, whem = 0.025, the number of files wanted by each node
is only a K = 25. The corresponding expected networking tig ], i = 1,2, 3 for
both user strategies is approximately 700, 750, and 85@.udit « = 0.025, each file
is desired by one node. This is easily seen since by symmedn)) file is desired by
aN = (0.025)(40) = 1 node. Suppose all nodes observe user strategy I. It is adviou
there is no file exchange between nodes since each node kdgges that is wanted by
that particular node only. On the other hand, when useregfydl is used, file exchanges
between nodes are allowed. Nevertheless, a node neveegetcfile and benefits from
a file exchange since all nodes have mutually exclusiveaster~or both user strategies,
each node has to download every desired file directly frorméostation. The absence of
concurrent file exchanges in conjunction to infostation dimading explains the long and
identical networking time.

Referring to Figure 7 again, itis obvious tha7'] and E[T}**] are increasing withx
fori = 1, 3. This is plausible since in general, more time is needed foaaion of nodes
to finish file downloading as the number of desired files ineesaAn interesting (although
not statistically significant) exception is observed Eiffg”’l], and might be explained by
the following. When the number of filesK to be downloaded is small, a node usually
runs into other nodes that have mutually exclusive intsreSthe node therefore has to
download most of the files directly from the infostationsahle to enjoy the benefit of
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spatially concurrent file exchanges. As a result, thesesbdee a large networking time.
As « increases further, most, if not all, of the nodes parti@patbeneficial file exchanges
due to the presence of nodes with the same interests. Sifigg'] is dominated by the
nodes without file exchanges whans small, this explains the peakat= 0.2.

In order to explain the increasing trend of networking timhw, and to characterize
the performance difference for both user strategies, wmaeathe mechanism of the data
dissemination in the following. Aa increases frona = 0.025, there are more nodes with
the same interests. Each file is desiredhldy users on average. Consider user strategy |.
Approximatelya N nodes are willing to act as theetworking agentdor each file and
possibly carry the file in their cache as these nodes roarugdithe network. Whea gets
larger, the number of networking agents for each file in@easince the circulation of a
particular file is constrained by the number of networkingratg for that file, increasing
« effectively promotes the circulation of each file. This imfsathe number of node-to-
node file exchanges favorably, allowing more simultanedasefichanges to take place.
Consequently, the networking tinig{77"'] and E[T5""] flatten quickly asx is increased.

For user strategy Il, the networking time is consistenthaben than that of user strat-
egy | asa increases from 0.025. Although nodes have little overlapomhmon interests
whena is small, user strategy |l dictates that a file exchange enalrenever each node
can retrieve a file that it does not have on inspection of ticbeaf the other node. Thus,
all N nodes are willing to act as the networking agents for all fil&&e circulation of
each file is not constrained by the particular interests oheede. Since nodes are more
admissible and willing to carry files in user strategy I, tletworking time is consistently
smaller.

In the casex = 1, our dissimilar interest model reduces back to the commtarest
model. Both user strategies | and Il have identical netwaykime E[T], i = 1,2, 3,
that agrees to the corresponding valigg;|, i = 1,2, 3 for the common interest network
model. WhenK is reasonably large (in our cagé = 1000), data diversity dictates that
Pr — 1 and the networking time is then only constrained by the adraa probabilitys
given by (13).

7 Multiuser Diversity

In Figure 7, we showed that the networking tith€/], i = 1,2, 3 for user strategy Il is
always less than that of user strategy |. The correspondégark throughput is plotted
versusa in Figure 8. Againg-axis denotes the fractiam of files that each node is inter-
ested in, wherex takes the values of 0.025, 0.05, 0.1, 0.2, 0.25, 0.5,1. Wergbshat for
both user strategies, the network through@git « = 1,2, 3 is strictly increasing withv.
The throughput of user strategy Il is consistently largantthat of user strategy | when
nodes have dissimilar interes{t% < a < 1). The throughput of both strategies coincide
whena < % anda = 1. Whena < % all nodes have mutually exclusive interests. Even
though user strategy Il allows node-to-node file exchantpese is no corresponding gain
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Figure 8: Throughput vs. the fraction of interested fileBor multiple movies model. (a)
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in network throughput. Similarly, whea = 1, our model reduces back to the common
interest model. Thus both user strategies | and Il have dlidestical capacities.

The increasing trend of network throughput witltan be understood using the concept
of multiuser diversityinherent to mobile infostation networks. The efficiency afsgmi-
nation of this file is dependent on the willingness of the neobodes to carry it across the
network. If a node is willing to carry a particular file, thdretnode is effectively acting as
a networking agenfor that file. For user strategy |, each file is wanted by apijnaxely
aN nodes, who are willing to act as the networking agents fofitbeFor strategy Il, each
node is obliged to carry every file even if the file is not warttgdhe node. The number of
networking agents is then equal to the number of nadesespective otv. We argue that
the performance improvement of user strategy Il is an etaiion of multiuser diversity,
where the number of nodes willing to act as networking agkmteach file is increased.
Since the circulation of a particular file is equal or lessnttfae number of networking
agents for that file, the actual circulation of each file inyg®as the number of network-
ing agents increases. As a consequence of improved fildatiau, the efficiency of file
exchanges improves as stipulated by data diversity, aligwiultiple spatially concurrent
file exchanges to take place.

From the above argument, we expect the two user strategwestha greatest perfor-
mance disparity when is small. Figure 8, however, shows that the percentage ipeaiace
disparity is maximum when is about 0.5. We note that the increase of the number of net-
working agents indeed leads to a proportional increasesintimber of files in circulation.
However, whemn is small, each file is of genuine interest to only a few nodes ranst
file exchanges involve files that are of no interest to eitloeten Thus even if the circula-
tion of all files is increased significantly, the correspamggdincrease in the number of file
exchanges is not beneficial.

There are two opposing factors that impact the performamaeeser strategy Il. For
small«, the number of networking agents for user strategy Il iseased dramatically by
a factor ofl /a. However, most of the file exchanges are not beneficial sinde mterests
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are largely non-overlapping. For largethere is only a nominal increase in the number of
networking agents. However, since most nodes have veryasimierests, each node gets
many desired files and benefits from file exchanges. Our stronleesults show that for

a = 0.5, we achieve an attractive, and perhaps optimum, tradeaéfrms of throughput
gain. The corresponding throughpilff’z, i = 1,2, 3 improvement of user strategy Il over
user strategy | is above 66% for all three cases.

Consider a movie distribution network in which 20 movies eaehed in the infosta-
tions, making a total of{ = 1000 cached files. Suppose each node is interested in only
one movie of 50 files. This is equivalent to our multiple meueodel withoa = 0.05. If all
nodes observe user strategy I, the networking tE‘r[@f"l] is respectivelyl 100, 1200 and
1300 units. On the other hand, if all nodes observe user stratedgiyd networking time
E[Tf’Q] is 825,825 and 1000 units, roughly 70% of the original time. In content distribu
tion, usually each node wants to minimize the networkingetfor files of genuine interest.
Our simulation results point out that if a node acts as a nddwg agent for files he is not
interested in, it actually expedites the file downloadinggess, reducing the networking
time while enjoying a throughput gain as warranted by me#ndiversity. This is an inter-
esting result because it demonstrates that each node hasegmive to act as a networking
agent and assist in data dissemination without having alicéxpde cooperation model.

Although the exploitation of multiuser diversity in useragegy Il yields better network
throughput, it comes at a cost of increased energy consamgtie to more frequent file
exchanges. Thus there is a tradeoff between energy consumaptd network throughput.
We note that in mobile infostation networks, the transmiigeis typically much smaller
than that in multihop networks. In fact, [29] shows that a@eHould see around one node
on average at the optimum transmit range. Classical resaltsultinop networks [14,18],
however, point out that a transmit range that sees 6 to 8 heighis optimum. If the
network nodes have plentiful energy reserves, say infiosimton vehicles, they should
adopt user strategy Il to tradeoff energy consumption fotebehroughput. On the other
hand, nodes with very limited energy supplies can reducie &mergy consumption by
sacrificing some throughput. Moreover, nodes do not needdptahe same user strategy
in a network. Each node can independently decide what usgegy to adopt based on its
current level of residual energy.

We note that in user strategy I, there is implicit coopenatbetween nodes. Each
node is obliged to act as the networking agent for files thé&t ot interested in, That
is, each node caches and disseminates personally untetéféss for other nodes as it
roams the network. The performance gain of user strategydt strategy | agrees with
the intuition that more cooperation usually leads to betystem performance. Although
user strategy Il requires implicit cooperation betweenasydhere is no corresponding
control overhead due to user cooperation. We do not assuenexithange of files of
genuine interest to neighbor nodes takes priority overratyyges of file exchanges. In
our implementation, when there are multiple neighbor nadekse same location, the first
two nodes that broadcast control messages to request a dieregye seize the channel.
This rule is equivalent to randomly picking two nodes frorhradighbor nodes with no
signaling overhead and is completely determined by comtentNote that giving priority
to exchanges of files of genuine interest may improve oveyalem performance if one
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can develop an efficient protocol between multiple neigmmates to determine the optimal
node pair to exchange files.

For the TV show model, the networking times and capacitiassef strategies | and Il
are plotted in Figure 9 and 10. The TV show model shares a Isinofar characteristics
with the multiple movies model. Instead of having the santerast o K files in every
simulation, a node has different interests in each simaaand interested in X on aver-
age in each realization. Refer to Figure 9 and 10, user girdkés consistently superior
to user strategy | in terms of downloading time and throughfdine multiuser diversity
argument continues to hold in the TV model. Under user giyelie every node is willing
to be the networking agent of any file and carry it for furthexsémination inside the net-
work. The diversity of multiple copies of the same file at nplé locations dramatically
shortens the downloading time relative to that of user efnal. Refer to Figure 9, the
downloading time curves for both user strategies meet &t &ods. Again, when = 1,
the problem degenerates to the common interest problenre Th@o differentiation be-
tween User Strategy | and Il. On the other hand, it is likebt #sach file will be of interest
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to only one node when <= 1/N. Thus, an exploitation of multiuser diversity does not
yield performance improvement. We note, however, thatetlieia small discrepancy of
downloading time for User Strategy | and Il. Due to the randaterest of individuals,
some files are desired by more than one node. In this case Stisg¢egy Il can leverage
on multiuser diversity to slightly decrease the downlogdime. We also observe that the
downloading time for User StrategyA[75"'] and E[7:1?] are not increasing with. A a
similar observation was noted in the multiple movie modehia previous section for the
case of downloading timé&,. Again, whenu is small, a node has to download most of the
files from the infostations. A& increases further, most nodes can participate in benefi-
cial file exchanges due to the presence of nodes with the s#erests. Thus, even when
the total number of downloaded files are larger, the downiaptime actually goes down.
The above effect is more remarkable for the TV show modelcé&the number of files a
node is interested is random rather than deterministicetimay exists instances when few
nodes are interested in a file even for reasonably large wdlue This leads to exception-
ally large downloading time&[7%"'] and E[T5"'] even when is non-negligible. Refer
to Figure 10, we observe that the discrepancy of the two ussegies is maximum when
a = 0.5. Again, similar observation is made for the multiple mownesdel. Although
the ratio of networking agents diverges whedecreases, multiuser diversity does not im-
prove network performance a lot. Whenis small, most of the extraneous file exchange
opportunities are futile due to incompatible node inteyest

8 Discussions

It is apparent that the social contract defined in this papscibes one out of many pos-
sibilities to describe non-cooperation between nodes. &dawodify the social contract in
many different ways, say, allowing different number of filelkanges in a single transac-
tion. If the circulation of a particular file is very small, aahe: is more eager to get this
particular file in a rendezvous with noge Knowing that the file is not widely circulated
in the network, nodg infers node is willing to trade in the file for several files in return.
The characterization of the number of files a node is willmgrade for is somewhat arbi-
trary and is related to the behavioral patterns of netwogksjsand the knowledge of the
file’s circulation status and demand. This information wwilbst likely not be available in
individual nodes. Itis not very meaningful to derive stgags to leverage on the number of
files exchanges in a single transaction based on incomplieteriation on node behavioral
patterns and the demand and supply of files. On the other loaedio-one file exchange
is the appropriate exchange strategy when the circulatainsof each file is unavailable
to individual nodes. It is also intuitive that it is fair andost nodes would be obliged to
follow the strategy.

In section 5, we observe that the attainable throughput ah@imidual node improves
as the number of files being disseminated increases. In todarther improve the net-
work performance of our system, a naive approach will begumsply dividing up a movie
files into a large number of small files to leverage on the imedoefficiency for a file
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exchange at larg&™. That is, instead of transmitting one file in each directibthe du-
ration of one node encounter, many small files are being exygdhin each direction to
fully utilize the available bandwidth. Nevertheless, timeoaint of overhead also increases
with the use of small files. A fixed amount of bits must be sedesn each file for the
purposed for synchronization and error detection. Astilated in in section 5, for state
of the art infostation structure, the file size should not baerore than 10MByte in a file
transmission. This corresponds to the disseminatioR of 500 files for a DVD quality
movie, a reasonably large number of files. Thus, we can reapedhefits of data diversity
without further dividing up a 10MByte file into smaller chugKThis result is consistent to
our initial assumption on the bandwidth constraint. Nod@s exchange one file in each
direction in a node to node encounter.

It is plausible that downloading time of each node will desewhen nodes have some
kind of implicit cooperation. For instance, a nokléhat happens to be in the proximity of
nodes:; and; having a file exchange may simply eavesdrop the transmissidrget two
files fromi andj. Since file eavesdropping does not incur extraneous ovetioeaode:
andj, all network users will benefit if they implicitly approve tifes eavesdropping. The
legitimization of file eavesdropping, however, will dissleanodes from actively participat-
ing in file exchanges. Instead of participating in file exales) a node may simply wait for
opportunities to eavesdrop files. In the extreme case whanades revert to eavesdropping
at all time, no data dissemination is possible. The deteatiin of an optimal eavesdrop
probability in a non-cooperative environment is thus aernesting question and should be
studied further under a game-theoretic framework.

Throughout this paper, we have used the term "non-cooperdtosely. We go straight
ahead to describe our social contract in the beginning, Bathen from providing defini-
tions of node non-cooperation and cooperation. The line/deh cooperation and non-
cooperation is vague. In particular, User Strategy Il mayibeed as a relaxation of User
Strategy |, and therefore misconstrued as a cooperatitergesetween network nodes.
Cooperation comes into the picture when nodes implicitieago carry files without in-
trinsic interest. Nevertheless, we note that in true naspeoation, all network nodes are
selfish and they only care about their performance. If a raperative network node can
reap performance gain through a unilateral change of fagesy, it will. As such, we claim
there is no cooperation involved for user to adopt User &gsall. There is nothing to gain
for a node to unilaterally revoke to User Strategy |. Eachenloak incentive to employ user
strategy Il, to expedite file downloading of its own intereBhere is no need for policing
to ensure nodes enforcing User Strategy |l.

9 Conclusion and Related Work

We have addressed the issue of noncooperation among nodas aontext of content
distribution in mobile infostation networks. In the firstrpave assume all nodes have a
common interest of( files cached in the infostations. We have shown that it isiptess
to drastically increase the rate of file dissemination of egletely noncooperative net-
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work by requiring the absolute minimal cooperation amongrsisn the form of a social
contract. A random and a greedy file downloading algorithresesamined and shown to
have similar performance. We show that there exists sonmmaphode density in these
networks such that the access probability of a node is maeithand the networking time
is minimized. More importantly, we show that the total numbgfiles cached in the in-
fostations impacts the networking fairness and throughyg identify this phenomenon
as data diversity that is distinct from conventional comioation diversity. When nodes
are noncooperative and have individual preferences fa, da¢ network exhibits data di-
versity and the throughput of each node increases with &sang content variety. In the
second part, we extend the common interest model to the daseewiodes have partially
overlapping but dissimilar interests. Two user strategresconsidered for this model. We
show in our simulations that a file exchange strategy thasthletter advantage of the mul-
tiuser diversity inherent in mobile infostations resulisehhanced network performance.
We conclude that both data diversity and multiuser diveian be exploited in the mobile
infostation architecture even if nodes are noncooperative

In the present work, simple mobility and interference me@eé used to facilitate anal-
ysis. This approach has been fruitful, leading to the olzems of two diversity phenom-
ena in noncooperative content distribution. Neverthelaghorough examination of the
implications of mobility and interference to the networkfpemance of mobile infosta-
tions is called for. As a first step, the issue of interferemogleling is addressed in a recent
paper [28]. The effect of transmit range on network througlgexamined. We found out
a stipulated transmit range improves the throughput of alleotiostation network further.
An optimal number of neighbors exists for mobile infostatietworks that is distinct from
the well known 6-8 magic number [11, 14, 24] for multihop ad m@tworks. Moreover,
network throughput is linearly increasing with node densiihus mobile infostation is an
attractive alternative to multihop networking in futurerygsive computing environments,
where high node density dooms the throughput of multihopvoits. On the other hand,
the effect of mobility on mobile infostations is reported31]. Previous research assumes
that the connection time in each node encounter is constehtsaindependent of node
mobility. However, the connection time and thus the data ohtain observer node depends
on node mobility and needs to be quantified. To this end a stipaied mobility model
has been proposed for highway networks that allows for p@doce analyses based on
renewal theory.
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