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Abstract—In this paper, we propose a cost-based model to the resources that each overlay node has to contribute for being
evaluate the resources that each node has to contribute for part of the overlay. We express the benefits of participating in
participating in an overlay network. Such a cost model allows {he gyerlay in terms of a cost reduction. Such a cost model
to gauge potential disincentives for nodes to collaborate, and L - -
provides a measure of the “total cost” of a network, which is has several useful applications, among which, (1) p_rowdmg a
a possible benchmark to distinguish between different network benchmark that can be used to compare between different pro-
architectures. We characterize the cost imposed on a node as aposals, (2) allowing for predicting disincentives, and designing
parametrized function of the experienced load and of the node mechanisms that ensure a protocokigategyproof{13], and
connectivity, and express benefits in terms of cost reductions. (3) facilitating the design of load balancing primitives.

We discuss the notions of social optimum and Nash equilibrium Usina th d t del d tribution i
with respect to the proposed cost model. We show that the social sing the proposed cost model, our second contribution 1S

optimum may significantly deviate from a Nash equilibrium when t0 characterize the topologies that yield the lowest resource
nodes value the resources they use to forward traffic on behalf of usage over the entire networkagial optimuny, as well as the
other nodes. Through analytical and numerical results, we then topologies that are likely to be formed if each node is let free to
use the proposed cost model to evaluate some of the t°p0|°9'e$3elect which links to maintairNash equilibriun). This study

recently proposed for overlay networks, and to exhibit some of the . ticularl ful t heth lowi h tici
challenges systems designers may face. We conclude by outlinincjS particularly usetul to assess whether allowing each partici-

some of the open questions this research has raised. pant in the overlay to adopt a rational (i.e., selfish) behavior
results in an outcome desirable for all participants. Our main

result is that the social optimum can significantly deviate from
l. INTRODUCTION a Nash equilibrium when nodes value the resources they use
Overlay networks play an increasing role in modern data forward traffic on behalf of other nodes.
communications. Examples of overlays include peer-to-peerOur third contribution lies in the cost-based analysis of sev-
file-sharing systems [1], ad-hoc networks [2], distributeglral topologies recently proposed in the context of distributed
lookup services [3], [4], application-layer multicast overlay®okup services [3], [4], [10], [12], [14]. We provide analytical
[5]-[7], virtual private networks [8], or content delivery netand numerical results to compare the costs incurred by each
works [9], to name a few. topology. We contrast these results with those obtained for the
Despite the growing popularity of overlay networks, there igocial optima, and discuss the implications of the observed
no general consensus regarding how different overlay netw@®sts on system design.
topologies compare with each other. System architects mayl'his work is not the first attempt to provide a model for
choose a particular overlay topology according to the graptie cost of participating in a network. Jackson and Wolinsky
theoretic properties of the topology. For instance, de Brui[d5] proposed cost models to analyze formation strategies in
graphs have recently received significant attention in the dg@cial and economic networks. More recent studies [16], [17]
tributed lookup community [10]-[12], due to their short avermodel network formation as a non-cooperative game, where
age routing distance and high resiliency to node failures. Oth#@des have an incentive to participate in the network, but want
architectures, notably application layer multicast overlays, e.&, minimize the price they pay for doing so. Our approach
[6], [7], are usually designed so that the overlay topologgxtends these previously proposed cost models, by considering
exhibits desirable properties with respect to the underlyingle load imposed on each node in addition to the distance
physical, network. to other nodes and degree of connectivity. Furthermore, we
This paper aims at providing a formal framework for evalrot only use the proposed cost model to characterize social
uating and comparing overlay topologies. More precisely, tigtima and Nash equilibria, but also as a benchmark to
first contribution of this paper is a cost-based model to asség#lyze existing overlay topologies. In that respect, our work
is complementary to recent graph-theoretic studies comparing
This work is supported in part by the National Science Foundation throu%pological properties of various overlays [12], [18].
grants ANI-0085879 and ANI-0331659. A preliminary version of some of the . . . .
The remainder of this paper is organized as follows. In

material in this paper was presented at the Third International Workshop on ' "’ :
Peer-to-Peer Systems (IPTPS'04). Section Il, we introduce our proposed cost model. In Sec-
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tion 1, we derive the social optima and Nash equilibria in thé&actor. We define théatency cosexperienced by node, L.,
proposed cost model. In Section IV, we apply the cost modelas the sum of the individual costs xt, . multiplied by the
several routing geometries used in recently proposed overfaypbability £ € K, is requested, that is
architectures and compare analytically the costs incurred by

each geometry. We illustrate and extend our analysis with Lu= Z Z Lot PrY = K],
numerical results obtained by simulation in Section V. Finally,
we conclude the paper in Section VI, and discuss some op#ith t.., = oo if there is no path from node to nodev, and

@)

veV keK,

problems this research has uncovered. t.,w = 0 for anyw. With this definition, to avoid infinite costs,
each node has an incentive to create links such that all other
Il. PROPOSEDCOST MODEL nodes holding items of interest can be reached. An alternative

. . is to store or cache locally all items of interest so that the cost
We start with a formal description of the cost model WeE Il requests reduces 10 .ty » — 0
,kbu,u — Y

propose. The cost model applies amy (overlay) network As a concrete example of the latency cost, consider the

where nodes request and serve items, or serve requeStSd)cﬁhain Name Service (DNS, [22]). DNS can be viewed as an
tween other nodes. Let.us define a routing geometry ‘f"sd{)erlay network using a tree topology, where the leaf nodes
[18], that is, as a collection of edges, or topology, assoclatgeh the DNS clients, and all other nodes are DNS servers.
with a route selection mechanism. Unless otherwise not nsider that a clier;n wants to access a DNS recokdso

we assume _shortest path routing in the_ overlay topolo. nusual that the query has to be redirected all the way to a
and distinguish between different topologies; thus, we WIBNS root server. Here, we might have a relatively high value
mterchangeaply use the terms “topology” anq “'geometry" 'r the number of hops betweenandwv, sayt, , = 5. After

the rest of this paper. Note that, a vast majority of overlgy . query is resolvedy’s primary DNS serveré/, will have
architectures, e.g., (3], [4], [6]’_[7]’_ [101-[12], [14], [19]_a copy ofk, thereby reducing the latency for a request from
[21], do use shortest path routing in the overlay topologyt, for k from t, , = 5 10 £, w — 1. Eqn. (1) simply captures

which is quite different from using shortest path routing il:lhe notion of latency as observed byin terms of a weighted

th?Nunéiefr.lymg phyS||caI networlng]. drudBiE. K. F average over all possible queriescan make. The weights
e define an overlay network by a quadrufél £, K, F), I, are introduced to express the relative value of one record

where V', the set of nodes in the network, adg the set of - 0064 1o another. In our DNS example, if, from nace
directed edges, characterize the topology used in the Overlﬁ‘é(rspective, the ability to resolve — www.google.com iS

In addltlo_n,]( is the _set of |tems_ n the network, and : considered 100 times more valuable than the ability to resolve
K — V is the function that assigns items to nodes. Ea%h — dogmatix.sims.berkeley.edu, we should have, , —
= . . .edu, wk =

nodew € V is assigned a unique identifier (integer or strin o
of symbols), which, for the sake of simplicity, we will also e
denote byu. We define byK,, = {k € K : F(k) = u} the Case 3: Serving the requestNodeu holds itemk, and pays

set of items stored at nodec V. We havek = |, K,,, and @ prices, . for serving the request. For instance, in an overlay
we assume, without loss of generality, that the detsare file-sharing network, a node uses some of its upload capacity
disjoint! We characterize each request with two independéi®x serve a file requested by other nodes. We definséhece
random variablesX € V andY e K, which denote the costS, incurred byu, as the expected value ef, , over all
node X issuing the request, and the itéthbeing requested, possible requests. That is,

respectively. . PV — k
Consider a given node € V. Every time an itemk € K Su = k;; Suk PrY" = H] .

is requested in the entire network, nodds in one of four ) ) )

situations: Going back to our earlier DNS example, copying the record
k to the servers/ implies thatu’ has to use some resources

Case 1: Idle.Node « does not hold or request, and is not to store the copy of the recordl, which our cost model

on the routing path of the request. Nodeis not subject to characterizes by an increase in the service ¢hst In the

any cost. DNS example, for a given DNS server, the cost of serving a

DNS recordk is the same for alk, so that we have for all

Case 2: Issuing the requestNodeu requests itenk. In our : ,
ﬁy Su k. = Sy, Which corresponds to the cost of storing one

model, we express the benefits of participating in an overl
network in terms of latency reduction, similar to relate§®cOrd:

proposals, e.g., [17]. In particular, we assume that the farth@sse 4: Forwarding the request.Node « does not hold or
the nodev holding & is from u (in a topological sense), therequestk, but has to forward the request fby thereby paying
costlier the request is. If there is no path between nedasd 5 pricer,, . The overallrouting costR,, suffered by node is
v, the request cannot be carried out, which yields an infinitge average over all possible itefiasof the values of, x such
cost. More precisely, we model the cost incurred by nadethatu is on the path of the request. That is, far v, w) € V3,
for requestingt asl., xt.., wheret, , is the number of hops we consider the binary function

between nodes andv, andl, ; is a (positive) proportional R
v ok (P ) prop 1 if u is on the path from to w,

Uf an item is stored on several nodes (replication), the replicas can be  Xv,uw () = eXClUd[ngU andw
viewed as different items with the exact same probability of being requested. 0 otherwise,
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and expressk,, as outcome. Studying Nash equilibria and social optima appears
particularly useful in the context of self-forming networks,
Ry = Z Z Z Tu,k Pr[X = o] Pr[Y = K]xv,u(u) - such as ad-hoc networks, or in describing peering relationships

veV weV keKy (2) between Interet service providers, where individual nodes

In our DNS example, the routing cost denotes the resourdg¥0se which links to maintain. .
used by a server which receives a queryfocannot resolve We next discuss a few simplifications useful to facilitate our

it, and has to redirect the query to a DNS server higher up gnalysis, before characterizing some possible social optima,
the tree, averaged over all possible queries. and describing how they relate to the Nash equilibria.

In addition to the latency, service and routing costs, eag_\h Assumptions
node keeps some state information so that the protocol goverii- i _ )
ing the overlay operates correctly. In most overlay protocols, For the remainder of this paper, we consider a network of
each nodeu has to maintain a neighborhood table and t§ > 0 nodes, where, for all. € V andk € K, L, = [,
exchange messages with all of its neighbors, that is, the nodeg: = 5 7wk =1, and for allu € V-andv € V, ma =m.
v for which an edge(u, v) exists. Denoting by\/(u) the set !n other words, we assume thqt the costs assomatgd with
of neighbors ofu, we characterize maintenance cost/,, as [ncurring a one-hop latency, serving one request, routing one
request, or maintaining one link, are the same on all nodes,

M, = Z My irrespective of the item requested or servétle suppose that
vEN (u) the network is in a steady-state regime, i.e., nodes do not

wherem, ., > 0 characterizes the cost incurred by nade 10in O leave the network, so that the valugss, r andm
for maintaining a link with its neighbos € A/(u). Returning &€ constants. We also suppose that requests are uniformly
to the DNS example, the maintenance cost characterizes @iRifibuted over the set of nodes, that is, for any nade

resources used by the DNS serveto maintain information Fr[X = u] = 1/N. For the time being, we make a further
about all the other servers might contact (or refer to) when Simplification by choosing the mapping functign such that
a query cannot be answered locally. all nodes have an equal probability of serving a request. In
_ . . . other words,) _; . Pr[Y = k] = 1/N, which implies
Adding the latency, service, routing, and maintenance costs
for a nodeu, we can define théndividual costimposed on S, =
nodeu, C,, as

S
N )

regardless of the geometry used. (This assumption will be
Cu=Ly+ Su+ Ry+ M, . removed in Section V.) Moreover, if we udg[r] to denote

We can in turn use’, to compute thetotal cost of the the expected valuef a variablex, Eqgs. (1) and (2) reduce to

network C' =5 .y Cy. Ly = 1E[ty.] ,
Last, the expression of’, only makes sense if,, R,
M, and L, are all expressed using the same unit. Thudnd
the coefficientss, i, 7u.x, lu.x andm, ., have to be selected Ry = rE[Xyw(u)],
appropriately. For instancé, ; is given in monetary units per respectively. Also, because each nadeasdeg(u) neighbors,
hop per item, whilen,, , is expressed in monetary units. We, o immediately obtain
next rely on our definition of the individual cost at a node
and of the total cost of the network to compute the social M, = mdeg(u) .

optima and Nash equilibria. Last, we assume that no node is acting maliciously.

IIl. SoclAL OPTIMA AND NASH EQUILIBRIA
B. Full Mesh

In this section, we characterize the geometries that constitute _ o ) . _ i
a social optimum or a Nash equilibrium in the proposed cost N our investigation of po.ssmle social optima, let us flrst
model. Thesocial optimunis defined as the routing geometryconsider a full mesh, that is, a network where any pair of
that minimizes thetotal costC. A (pure) Nash equilibrium nodes is connected by a bidirectional edge, kg, = 1 for
corresponds to a routing geometry where no nadean &0y v 7 u. Nodes never any route any traffic afdg(u) =
decrease itindividual costC,, by (deterministically) creating %Y — 1+ Thus, for allu, R, =0, L, = (N —1)/N, and
or removing a link. In other words, the social optimum i/« = MmN —1). With 5, = s/N, we getC, = s/N +
the outcome a system designer is likely to desire, while theY — 1)/IV +m(N —1), and, summing ovex,
Nash equilibrium describes the outcome that is likely to result Cfull mesh =s+I(N—1)+mN(N—-1). (3)
from each node acting in its best interest. Thus, from a system
designer’s perspective, an ideal situation occurs when the N&gth us remove a link from the full mesh, for instance the link
equilibrium and the social optimum correspond to the sarfle— 1. The maintenance cost at nodeMs, decreases by:.

topology. Conversely, when the social optimum is not a Nas
poiody Y P hZWhile very crude in general, this simplification is relatively accurate in the

equi_"brium' one might .“899' to devise m_eChanismS to realighye of a network of homogeneous nodes and homogeneous links containing
the incentives of each individual node with a desirable globted-sized keys such as used in distributed hash tables.
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However, to access the items held at node 1, node 0 now haslext, we compute the total cost of the star, and determine
to send a request through another node enpde 2): as a under which condition it is a social optimum. Summing
result, Lo increases by /N, and the routing cost at node 2,Eds- (5) and (6), we obtain
Rs, increases by /N2. So, removing the link — 1 causes a (N-1)* (N-1)(N-2)
change in the total co&tC = —m+1/N +r/N?. If AC > 0, Nt N2 (0
removing a link causes an increase of the total cost, and theproposition 2: For any number of noded’ > 3, the star
full mesh is the social optimum. In particular, the full mesh ig 5 social optimum, if (i) Eqn. (4) does not hold and (ji) all
the social optimum if the maintenance cost is “small enoughinks are bidirectional, i.e., for any, € V andv € V, if
that is, if (uw—v) € E then(v — u) € E.
< i + o . 4) Proof: Let us start from a full mesh. Every time we

N o N? remove a (directed) linkk — v, we reduceM,,, and thus the

Note that, asV — oo, the condition in Eqn. (4) tends tototal cost of the network, byn. However, at the same time,
m = 0. In fact, we can also expregSsC > 0 as a condition removing the linku — v imposes that traffic going from to
on N that reduces taV < [I/m +r/l| whenm < [?/r, v has to go through at least one intermediary nadeo, L.,
using a first-order Taylor series expansion. increases by at leasfN, and there is at least one nodefor

We can draw a parallel with the DNS example of Seahich R,, increases by /N2. In other words, every time we
tion Il to illustrate condition (4). As long as the numberemove a link from a full mesh the change in cost is at least
of Internet hosts remained reasonably small, each host uged > —m-+1/N-+r/N2. (By hypothesis, the right term of the
a largeHOSTS.TXT file to directly resolve hostnames intoinequality is negative, so that there is potentially an advantage
IP addresses, effectively creating a full mesh for the namimg removing a link from the full mesh.) Now, remark that All
overlay: each node knew about all the other nddB&S was nodes must be connected for the total a@sto remain finite.
only introduced when the number of hosts on the Internet gréwrther observe that one always need at 1éast 1) directed
large enough to render maintaining all information in a singlénks to ensure that alN nodes are connected. So, under the
distributed file impractical. assumption that all links must be bidirectional, we need at least
2(N —1) directed links to ensure alV nodes are connected.
C. Star Network Differently stated, since the full me;h hag N —1) links, we

can at most removéN — 2)(N — 1) links from the full mesh

Suppose now that Eqn. (4) does not hold, and consider a a# still have a connected network. Assume that we can select
network. Letu = 0 denote the center of the star, which routeg,e (N — 2)(N — 1) links to be removed so that we realize
all traffic between peripheral nodes. Thats,.(0) = 1 for  the maximum savingadC = —m~+1/N+r/N? < 0 for each
anyv # w (v, w > 0). One can easily show thal, = (N — |ink we remove. Hence, we obtain the following lower bound
1)(N —2)/N?, Ly =I(N —1)/N and My = m(N — 1), SO on the cost of the social optimurd}(s. opt):
that the cosCCy incurred by the center of the star is

C(s.opt) > C(full mesh — (N —2)(N —1)m

N -1 N —-1)(N -2 N—2)(N—1)I N—2)(N—1)r
Co=m(N—1)+~ +1 L VDV —2) e e e

N N e - F Egs. (3) and (7), it foll that the right t in th
. o rom Egs. an , it follows that the right term in the
Peripheral nodes do not route any traffic, &, = 0 for al above inequality is in fact equal t6'(stan. In other words,

u > 0, and are Iocatec_j at a distance of one from the Cer‘t\/?/re have shown the total cost of a star network is smaller than
of the star, and at a distance of two from th¥ — 2) other

nodes, givingL., — (2N — 3)/N. Further,deg(u) — 1 for or equal to the cost of the social optimum, from which we

all peripheral nodes. Hencd/, = m, and the individual cost conclude that the star is a social optimum. "
all perip N u =M Let us make two remarks regarding Proposition 2. First,
imposed on nodes > 0 is

Proposition 2 does not guarantee that the star is a unique social

C(stan = 2m(N—1)+s+2l

m

Commt S 2V -3 ©) optimum. In fact, in the limit case where = [/N + r/N?,
“ N N adding any number of “shortcuts” between peripheral nodes of
Proposition 1: C; = C, can only hold whenN is a @&Star still results in a social optimum. Second, the assumption
constant, or whel = = m = 0. that the links are bidirectional is crucial for Proposition 2 to
Proof: By identification. (See [23].) m hold for any N. For instance, if we allow for unidirectional

Since the difference’, — C,, quantifies the (dis)incentive to INKS; it can be shown that, if: is large enough and’ remains

5 e .
be a priori in the center of the star, Proposition 1 tells us th&fall> the unidirectional ring) — 1 — ... — N — 1 has a

there is a (dis)incentive to be in the center of the star in a vAQWer cost than the star network. However, while finding the
majority of cases. social optimum when unidirectional links are allowed is an

open problem, we conjecture that the star network still plays
3The actual mechanism that informs node 0 of which node to contact @Predominant role, and that geometries such as the unidirec-
send a request to node 1 is irre!evant to this discqssi_on. One can for in:_statigenal ring may only appear under very stringent conditions.
ﬁfssnl:e?;;it;l(\;l:z?m loss of generality that nodes periodically advertise their Iﬁfore Concisely, the above analysis tells us that, when the
“Note that we are here only concerned with name resolution. Updating da#mber of links to maintain becomes too high to make a full

disseminating thélOSTS.TXTfile is a separate issue, and was actually done
in a centralized manner [22]. SMore precisely, ifm > 0.5(N — 1)(N — 2)(I/N +r/N?).
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mesh an attractive solution, a centralized network is generally

. . . N Nash equilibrium < Full mesh »+—— Star network ——
optimal from the point of view of resource consumption.

T 0 I/N l/N+r/N2
D. Nash Equilibria Social optimum ~ *——Full mesh——><«— Star network —

Assume now that each node can choose which links it
maintains, but does not have any control over the itemsaggg
holds, and honors all routing requests. In other words, e
node is selfish when it comes to link establishment, but
is obedient once links are established. When each node

is (perfectly) rational, i.e., tries to minimize its |nd|V|duaIadolition of the linku — ' results in a change in the noas

cost C,, given the behavior of all other nodes, the resultingtiIity equal to—m + I/N. Here, howeverm > I/N, so that
topology constitutes a Nash equilibrium. Even though the +1/N < 0, and nodex has n’o incentive in addir%g the link

existence or uniqueness of a Nash equilibrium is in general  / Thus, the star network is a pure Nash equilibriumn.

not guaranteed, the following results yield some insight qﬂropositions 3 and 4, tell us that, if maintaining links is cheap,

the possible equilibria that may occur in our proposed CO8t if the network is small, the only Nash equilibrium is the

model. Lo ) . ;
. ) . . full mesh. If maintaining links is more expensive, or if the
NaPsI:ZOSIFII%?' 3r.n|f m < I/N, the full mesh is a unique (pure) network is large, a star network is a possible Nash equilibrium;
quitibrium. we cannot guarantee unicity of the equilibrium, however. For

Proof: In a fully connected network, no node can Creatfﬁstance, in the limit casex — I/N, any network created by

deljuondaelcllglgsélf f«’;logl\]/\e;n qut?;L r;mo;esbor:ea?fﬂ;tj I'Q:;Se’ adding an arbitrary number of links between peripheral nodes
eg(u) reases from\ — 1) to (N —2), but, S of a star constitutes a Nash equilibrium.

time, one of the nodes’ # w is now at a distance of 2 from

u. Thus, E[t, ] increases from 1 to _
N_1 9 E. Interpretation

Eltuo] = N + N 1+ N We summarize our findings in Fig. 1, where we discriminate

and the difference in utility for node, between the strategy of between social optima and Nash equilibria according to the
value of m. For m < /N, represented as a dark gray area

removing one link and the strategy consisting in ma|nta|n|n|ﬂ the figure, the full mesh is both a Nash equilibrium and a

all links, ism—1I/N. To have a Nash equilibrium, we therefore__ . . ) 9 .
need to haven — I/N < 0, which is true if and only if social optimum; form > [/N + r/N* (white area), the star

m < /N network is both a Nash equilibrium and a social optimum. In
Su oée now that we have < /N, and a network that is both cases, the incentives of each node are aligned with the
not flE)IK/ connected. In particular co,nsider that a nadean most efficient overall usage of the resources in the network.

decide whether to create a link to another natlgt u. Before The most interesting region in Fig. 1 is perhaps the light
addition of the linku — ' ' is at a distance <.t -~ gray area, in which individual incentives and overall resource
’ > by >

N—1 of . After creation of the link: — .  is at a distance usage are conflicting. This ar2ea corresp(_)nds to the parameter
. . ! rangel/N < m < I/N + r/N?, whose size solely depends

1 of u. Thus, by creating the linku — u', Elt.,,,] at least on r. Stated differently, under the assumption that all nodes

decreases by2 — 1)/N = 1/N. Adding the linku — «’ also " % P

results indeg(wu) increasing by one, so that that the addition Offav_e an |dent|c_al _p_robablllty O.f Serving a requeth’e_goc_:lal
) , : . optimum may significantly deviate from a Nash equilibrium as
the link v — ' eventually results in a change in the nade

utility equal to —m + {/N, which, by hypothesis, is strictly soon as nodes value the resources they use to forward traffic

2 . ) .7 on behalf of other nodes
positive. Hence, node always has an incentive to add links W .
As a corollary, a network where “forwarding comes for

to nodes it is not connected to. Using the same reasoning for , . . .

.~ dree” (i.e.,r = 0), e.g., where bandwidth and computational

all nodes, we conclude that the fully connected network is the g . )

. S power are extremely cheap, is ideal from the system designer’s
unique Nash equilibrium ifn < I/N.

Proposition 4: If m > [/N, the star network is a pure Nashper:_;pectlve_, becaus:_a individual incentives should produce a
equilibrium. socially optimal solution. Unfortunately, in most networks, the

Proof: Suppose, without loss of generality, that thgrice paid for forwarding data cannot be neglected, which
' : ' sstfggests that our cost model is better suited at capturing

central node is node 0. Node 0 is fully connected to the re ossible disincentives than previous models solely based on
of the network, and therefore cannot create additional link& P y

If node O removes one of its links, one of thé — 1 other node degree (i.e., maintenance costs) and hop count (i.e.,
nodes becomes unreachable, which imphgg, ,] — oo, and latency costs).
ug — —oo. Thus, node 0 has no incentive in modifying its set
of links. Likewise, peripheral nodes do not remove their (only)!V- ANALYSIS OF SOME PROPOSEDOVERLAY ROUTING
link to the central node, to avoid having their cast — —oc. GEOMETRIES

Suppose now that a peripheral nogdereates an additional In the discussion in the previous section, we have ignored
link to another peripheral nod€ # u. An argument identical robustness against attacks, fault-tolerance, or potential perfor-
to that used in the proof of Proposition 3 shows that thmance bottlenecks. All these factors pose practical challenges

m

. 1. Social optimum and Nash equilibrium. Incentives of individual nodes
not aligned with the social optimum in the inter{ilgN, I/N + r/N?].
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in a centralized approach, as does providing an incentive dajiven edge. In a de Bruijn graph, by construction, each node
occupy (or relinquish) the central position of a star. Using maps to an identifier string of lengtl, and each path of
full mesh avoids most of these concerns, but, as we have sdength £ hops maps to a string of length + &, where each
is only a solution for a modest number of nodes. substring ofD consecutive symbols corresponds to a different
Many research efforts have been directed at designihgp [12]. Thus, determining an upper bound on the number of
overlay geometries that provide reasonable performance, whikths of lengthk that pass through a given nodés equivalent
addressing the aforementioned robustness concerns. In thi€omputing the maximum numbdy,, of strings of length
section, we use our cost model to evaluate a few of the rod¥-+ & that include nodeu’s identifier, o, = (u1,...,up),
ing geometries that have been recently proposed for overkay a substring. In each string of length+ k& corresponding
networks in the networking literature. We focus on de Bruijito a paths including:, wherew is neither the source nor the
graphs,D-dimensional tori, PRR trees, and Chord rings. Wdestination of the path, the substriag can start at one of
derive analytically the various costs experienced by a node(ih— 1) positions(2, ..., k). There areA possible choices for
each geometry. We will later compare our results with thosmch of thek symbols in the string of lengtl® + & that are
obtained in our study of the social optima and Nash equilibrinot part of the substring,. As a result,

) I < (k—1)AF .
A. De Bruijn Graphs
De Bruijn graphs are used in algorithms such as Koord¥ith shortest path routing, the set of all paths going through

[10], Distance-Halving [11], or ODRI [12], and present ver)POde“ include all paths of lengttD + & with &k € [1, D]. So,
desirable properties, such as short average routing distance and

k=D k=D
high resiIielncy to node failures_[12]._ !n a (je Bruijn graph, pu < Z I < Z(k_ DAF
any nodeu is represented by an identifier strifig,, ..., up) P 1
of D symbols taken from an alphabet of size The node (D — 1)AP+2 _ DAD+1 4 A2
represented byu;,...,up) links to each node represented < (A _1)2 : (8)
by (us,...,up,z) for all possible values af in the alphabet.
The resulting directed graph has a fixed out-degheeand a We improve the bound given in Eqgn. (8) by considering the
diameterD. strings of length2D that are of the formo*o*, whereo*

Denote byV’ the set of nodes such that the identifier ofs a string of lengthD. Strings of the forms*s* denote a
each node inV’ is of the form (h,h,...,h). Nodes inV’ cycle o* — o*, and therefore, never characterizes a shortest
link to themselves, so that/, = m(A — 1) for v € V. For path in a de Bruijn graph. Hence, we can subtract the number
nodesu ¢ V', the maintenance cost/, is M, = mA. The of the stringso*c™* from the bound in Eqn. (8). Because

next two lemmas will allow us to show that the routing costu = (u1, ..., up) is a substring ob*o of length D, o has
at each node also depends on the position of the node in téoe one of theD circular permutations of,,, for instance
graph. (up_1,up,u1,-...,up_z). Sinceu does not route any traffic
Lemma 1:With shortest-path routing, nodese vV’ do not Whenu is the source of traffico* # o,. Thus, there are
route any traffic, and®,, = 0. only (D — 1) possibilities fora*, and (D — 1) stringsc*o*.
Proof: (By contradiction.) Consider a nodec v’ with ~ Subtracting(D — 1) from the bound in Eqn. (8) yieldsax.
identifier (h, h,...,h), and suppose: routes traffic from a u

nodewv to a nodew. The nodes linking ta: are all the nodes From Lemmas 1 and 2, we infer that, in a de Bruijn graph,
with an identifier of the forn(z, h, . .., h), for all values ofz  for any u, v and w, 0 < Pr[xyw(u) = 1] < pumax/N>.

in the alphabet. The nodes linked framare all the nodes of Becausey, .,(u) is a binary function,Prx, .,(v) = 1] =

the form(h, ..., h,y) for all values ofy in the alphabet. There- E[xv,.], and we finally obtair) < R; < Ryax with

fore, there existsg andyy such that traffic from node to T Prma

nodew follows a pathP = (xg, h,...,h) — (h,h,...,h) — Rpax = 2

(h,h,...,y0). But, because, in a de Bruijn graph, there is an

edge betweerfzo, h, ..., h) and (h, h, ..., yo), traffic using We next pompgte upper and lower bouqu on the latency
the path’? betweenv and w does not follow the shortest COSt. To derive a tight upper bound @, consider a node <
path. We arrive to a contradiction, which proves thatloes V- Nodeu links to itself and has onlyA—1) neighbors. Each

not route any traffic. m neighbor ofu has itselfA neighbors, so that there atg A—1)
Lemma 2: The number of routes, passing through a given nodesv such thatt,, , :_2. By ite_ration and subs_titution in
nodew, or node loading, is bounded by, < pmax With Ean. (1), we get, after simplificatior,,, < Liax, With
(D — 1)(AP+2 — (A —1)2) — DAP+! 4 A? DAPH — (D +1)AP +1

= Lyax =1 5
Pmax (A — 1)2 N(A _ 1)

The bound is tight, since it can be reached wher D for andL, = L.« for nodes inV’.

the node(0,1,2,...,D —1). Now, consider that each nodehas at mostA neighbors.
Proof: The proof follows the spirit of the proof used inThen, nodeu has at mostA? nodes at distance 2, at most

[24] to bound the maximum number of routes passing througk® nodes at distance 3, and so forth. Hence, there are at least
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AP — P~ ' A¥ nodes at the maximum distance bffrom C. PRR Trees
nodew. We get We next consider the variant of PRR trees [25] used
s D-1 in Pastry [14] or Tapestry [19]. Nodes are represented by
Lu> (Z kA* + D (AD - Z A’“)) , a string (uy,...,up) of D digits in baseA. Each node
k=1 k=0 is connected toD(A — 1) distinct neighbors of the form
which reduces td., > Ly, With (U1, Uim1, T, Yix1,---,Yp), TOr i = 1...D, and z #
- u; € {0,...,A — 1}. The resulting maintenance cost is
- I(DAD+ D A(ADl)) M, =mD(A —1).
N A1 (A —1)2 Among the different possibilities for the remaining coordi-

natesy;.1,...,yp, the protocols generally select a node that
is nearby according to a proximity metric. We here assume
that the spatial distribution of the nodes is uniform, and that
the identifier space is fully populated, which enables us to
pick y;+1 = wi+1,...,yp = up. Thus, two nodes andv at
a distance of, hops differ inn digits. There arg”) ways of
choosing which digits are different, and each such digit can
B. D-dimensional Tori take any of(A — 1) values. So, for a given node there are

, : : : _(P)(A—1)" nodes that are at distaneefrom . Multiplying
We next consideD-dimensional tori, where each node 'soy the total number of noded — AP, and dividing by the

represented b3_D Cartesian coordinates, and hap neigh— total number of pathsV?, we infer that, for allu, v, andw,
bors, for a maintenance cost 8f, = 2mD for any u. This | o h4ve
type of routing geometry is for instance used in CAN [3]. (D) (A—1)"

Routing at each node is implemented by greedy forwarding Prity, =n] = "# . (10)
to the neighbor with the shortest Euclidean distance to the
destination. We assume here that each node is in chargeNef, for anyw andv such thatt, , = n, because routes are
an equal portion of the)-dimensional space. This constraintinique, there are exactly: — 1) different nodes on the path
could also be expressed using the slightly stronger assumptigiweenu andv. So, the probability that a node picked at
that N/ is an integer, and that all possible sets of Cartesig@ndom is on the path from to v is
coordinates(us, ...,up) (where eachs; maps to an integer

It can be shown that,, = L,,;, for the node(0,1,...,D—1)
whenA > D.

Note that, the expressions for both,;, and L, can be
further simplified forN = AP, that is, when the identifier
space is fully populated.

in [0, N'/P —1]) map to a node. In other words, we assume Pr[xu,o(w) = 1[ty, = n] = an 11)
the identifier spacéu,,...,up) is fully populated.
From [12], we know that the average length of a routing pathhe total probability theorem tells us that
is (D/4)N'/P hops forN even, andD/4)N'/P+D/4—o(1) P B
for N odd. Because we assume that elimensional torus r[X“*'}j(w) = 1]
is equally partitioned, by symmetry, we conclude that forall = 2=t Prixue(w) = 1t = 0] - Prlty,, = n] .
DNL/D Substituting with the expressions obtained ¢, , = n|

uw=1 1 and Pr[y, »(w) = 1|t,, = n] in Egs. (10) and (11) gives:
using the same approximation as in [3] that the average length 1 Z D
of a routing path is almost equab/4)N''/? hops even for ~ Prixu.(w) =1] = 1 > (n—1) (n) A-1", (12
N odd. n=1
To determine the routing cost,, we compute the node which, expressing the right-hand side as a function of the

loading as a functiorp,, p of the dimensionD. With our derivative of a series, and using the binomial theorem, reduces

assumption that theé)-torus is equally partitionedp, p is to

the same for alls by symmetry. AP1(DIA — 1) — A) 41
Lemma 3:In a D-torus completely populated withV Prxu.o(w) = 1] = (D( _2 )—A)+ )

nodes, the node loading at any nadés given by N

D1 N L Multiplying the above expression fder|x, .(w) = 1] by r

pup =1+ NP (=ND +D(ND —1 eventually gives us the routing cost, o) =)

() T eenese

N2
Proof: By induction on the dimensio. (See [23] for T compute the access cost,, we use the relationship
details.) B [,=I1E[t,,]. We have
For all u, R,, immediately follows fromp,, p with
D
R, = r”;\;f _ Eltun] =Y kPrlty, =n],
n=1
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R Bax
max 7
min

(A’ D) Lmin Lmax Lmax R

Lmin min

A. lllustration of the Analysis
(2,9) | 718 | 800 | 1.11 | 3.89 | 1753

(3,6) | 526 | 550 | 1.04 | 2.05 | 9.05 | 441 Let us first illustrate numerically the analysis of Section IV.
(g’ i) g-gg g% i-gg i-éé 1535%7 5% In Table I, we consider five de Bruijn graphs with different
EG, 33 576 T 280 101 | 538 999 186 values forA and D, and X and Y i.i.d. uniform random

variables. Table | shows that while the latency costs of all
nodes are comparable, the ratio betwégp,, and the second
best case routing coStR/ . , is in general significant. Thus,

if » > [, there can be an incentive for the nodes with
R, = Rn..x to defect. For instance, these nodes may leave the

network and immediately come back, hoping to be assigned

TABLE |
ASYMMETRY IN COSTS IN A DEBRUIIN GRAPH (I = 1, = 1,000)

which, using the gxpression fqPr[t“ﬂ’ N .n] g'iven in a different identifieru’ # u with a lower cost. Additional
Eqgn. (10), and relying, here again, on the binomial theorem, : : '
leads us to mechanisms, such as enforcing a cost of entry to the network,
DAP-1(A — 1) may be required to prevent such defections.
Bltup) = ——F— - We next simulate the costs incurred in the different ge-

ometries we discussed. We choode = 2, for which the
results for PRR trees and Chord rings are identical. We choose
DAP=1(A —1) D = {2,6} for the D-dimensional tori, and> = log, N for
Ly=l—-7F—"" (14)  the other geometries. We point out that selecting a value for
D and A common to all geometries may inadvertently bias
one geometry against another. We emphasize that we only

Multiplying by [ to obtainL,, we eventually get, for all:,

(Note that, forN = AP, Eqn. (14) reduces td, = ID(A —

D/A) illustrate a specific example here, without making any general
comparison between different geometries.
D. Chord Rings We vary the number of nodes betweé¥i = 10 and

. . . N = 1,000, and, for each value ofV run ten differently
I_n a _Chord fing [4], nodes are re_presented using a bmas%eded simulations, consisting of 100,000 requests each, with
string (|_.e.,A = 2). When the ring S fully po_pulgted,_ f_eachX andY i.i.d. uniform random variables. We plot the latency
nodew is connected to a set db neighbors, with identifiers and routing costs averaged over all nodes and all requests

D fr— _ i i i . . . - .
t(r(]“:r2p). IgOdIQf );?égt_ OW'DI L. Ar:jinalys.s Elmllarlgo in Fig. 2. The graphs show that our analysis is validated by
%Icirlnef CXJ_OQr Si Irett'as yie a]s}_an thy as mlt qj.( ) simulation, and that the star provides a lower average cost
and (14) forA = 2. Simulations confirm this result [4]. than all the other geometries. This result is consistent with
our earlier finding that the star is, in many cases, a social
E. Discussion optimum, which may be more desirable to the community as
. . . . . a whole than a distributed solution. Note however, that our cost
The analytical results we have derived in this section can : o
A , model does not take into account factors such as scalability
serve a number of purposes. First, they confirm that all of the - . .
: . : apd resiliency, both of which are cause for serious concerns
routing geometries considered here have the same asymptotic . : o ;
g : . . N & completely centralized architecture. Additionally, while
behavior: the routing costs decreaséoig NV, while the latency :
. ; : we have shown that the star network was potentially a Nash
costs grow withog N. Second, while these asymptotic results =~ .. . ; : :
. . equilibrium, we nevertheless need incentive mechanisms (e.qg.,
are well known (see for instance [3], [4], [12], [18]), the main
S - monetary rewards) to compensate for the asymmetry of a star
advantage of the above analysis is to provide closed-form . "
: : . ) network, and to convince a node to occupy the central position
equations that can be used for tuning configuration parameter§ :
. X N I the first place.
such asA or D in function of the relative importance of
each cost, e.g., routing cost vs. latency cost. Such a study
of the configuration parameters is, howe_ver, ou_tS|de the S_C%’.eAsymmetry in Item Popularity
of the present paper. Third, our analysis provides us with a
baseline we can use in a comparison with (1) the social optimaWWe investigate next how relaxing the assumption that all
and/or Nash equilibria and (2) more realistic scenarii wheitems have identical popularity impacts the results we have
the identifier space is sparsely populated or where some itediidained so far. To that effect, we run a set of experiments,
are more popular than others, which is the object of the nexhere items have a popularity that follows a Zipf-like distribu-
section. tion defined as follows. Assume the existence of a (bijective)
function Rank V' — {1,..., N}, that orders the nodesc V'
by decreasing probability that a given itéms held byu. For
. _ . instance, if Ranfu) = 1, the probability that node: holds
We present here some simulation results to validate agd arbitrary itemk is strictly higher than the probability that
illustrate the analysis presented in Section IV. We complemeifly nodev # « holds k. Given Ranku), we characterize the
the analysis by investigating numerically the effect of relaxing
the assumptions that all items have identical popularity, antrp,t is; the minimum value foR., over all nodes but thes nodes inV’’

that the identifier space is fully populated. for which R, = 0.

V. NUMERICAL RESULTS
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Fig. 2. Latency and routing costs. Curves marked “sim” present simulation results. The full mesh, for which the latency cost is constantly equal to 1, and

the routing cost is constantly equal to 0, is omitted for readability purposes.

. . Tinax Fax
probability thatu has to serve a given request as: min
3-torus 1.2675 (£0.0442) | 5.2845 (-0.3516)
Z PrlY = k] = Q (15) De Bruijn | 1.2453 @ 0.0265) | 30.7275 {£9.5970)
7 (Ranku))e PRR tree | 1.2591 @0.0420) | 9.2154 @0.6590)
keK,
TABLE II
-1
Where 0O = (sz\il Za) . We immediately obtainSu _ ASYMMETRY IN COSTS IN A NETWORK WHERE ITEM POPULARITY
sQ/(RanI(u))" FOLLOWS A ZIPF-LIKE DISTRIBUTION.

In the casea = 1, Egn. (15) characterizes a Zipf distri-
bution. Our motivation for using the distribution in Egn. (15)
stems from the observation that on the one hand, web caching,

and more generally, content delivery networks, are one of Cor(ft, L) | Cor(k, S) | Cor(L,S)

o 3-torus -0.3133 -0.0166 -0.0960
the most deployed applications of network overlaysn the De Brujn | -0.3299 0.0112 0.0981
other hand, measurement studies such as [27], show that web PRR tree | -0.2278 -0.0128 -0.1027
pages requests follow the distribution given in Eqn. (15) for TABLE III

0.6 <a<0.9.
In this set of experiments, we use= 0.75, and we simulate

a network of sizeN = 512 nodes. We selecb = 3 for the
D-torus, andA = 2 and D = 9 for the other geometries.
Because the function Rafk is a permutation of the node
indices, we should runV! different experiments to exhaust
all possible experimental cases, which is impractical. Instead,
we pick 1,024 different orderings at random, and run ong

imulati : t h ordering. Our h is that t | 1,024 experiments. Numbers in parentheses denote the
simulation experiment for each ordering. ©ur hope 1S tha t3%rresponding standard deviation. The results indicate that,
sample size of 1,024 experiments is large enough to give,

i i d all geometries, the latency costs of all nodes are relatively
relatively accurate overall picture of the results one can expe&ﬁ.'?”ar but, the routing costs present significant differences.

ElaCh expeiglfment CO.?S'StS Ofdloo’ooq Lelques:js.thThe Sou“t:%é)'% explain the higher degree of asymmetry of the de Bruijn
€ requesit 1s a uniform random variablé, and the requeste aph by the disparities in the node loadings (see Section 1V),

|telr3n Yis d}e/te_rmmetd acco_:cdmg to Edqn. (15)2 bl that magnify inequalities in routing costs. As a comparison
ecauser IS not a uniiorm random variable anymore,, . qqeig) optima, we point out that in a star or a full

different node; experience different Iat.ency and routing ?osﬁ sh, the routing and latency costs are similar regardless of
In each experiment, we collect the ratios between the hlghff'-ﬁ : : :
, popularity of the different items.

(Lmax and Ry,,.x) and lowest L, and R, ;) latency and
routing costs observed over all nodes. Since in de BruijnWe next determine whether asymmetries in routing costs
graphs, some nodes do not route any traffic, we use agaompensate asymmetries in latency costs, or, more signif-

rin = mingev{R, > 0}. In Table I, we present the icantly, in service costs. To that effect, we compute the
average ratiosLmax/Lmin and Ruyax/R! averaged over correlation coefficient (denoted as Clatry) for two variables
x andy) betweenRk and L, R and.S, andL and S, computed

min’
7In all fairness, a Zipf distribution may only be a very rough approximatiogyer the 512 nodes 1.024 experiments: 524.288 data points
of the request distribution in a file-sharing network such as KaZaA [26]. We ’ ’

conjecture however that the request patterns observed in file-sharing netwéi¥@ilable for the triple(R, L, 5), a_nd present our fi_ndings in
is more of an anomaly than a rule that can be generalized to all overlaysTable Ill. For all three geometries, Table Il indicates that

CORRELATION BETWEEN ROUTING LATENCY, AND SERVICE COSTS IN A
NETWORK WHERE ITEM POPULARITY FOLLOWS AZIPF-LIKE
DISTRIBUTION.
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there is almost no correlatidrbetweenS and R or L. In for all three topologies, we increase the identifier space from
other words, the service coStincurred by a node has almost512 to 32,768 identifiers. Identifiers that initially do not map
no incidence onk or L. The correlation betwee® and L to any node are selected using a uniform random variable.
is also very weak, which indicates that different nodes mdyor each value oD (resp.n) we run 100 experiments with
have, in the end, completely different costs. different random seeds, corresponding to 100 different ways
In other words, with all three routing geometries consideredf populating the identifier space. Each experiment consists of
an asymmetry in the popularity of the items can cause a sitP0,000 requests, whet® andY are i.i.d. uniform random
nificant disparity in the costs incurred by different nodes. Theariables.
disparity in costs itself results in some nodes being overloaded|n Fig. 3, for each geometry, we plot the average value of the
or at least having strong incentives to leave and re-join thatios Ry,.x/R. s Lmax/Lmin, and My,./M! . —averaged
network to get a “better spot.” This result emphasizes tlmver the 100 experiments corresponding to a given number of
importance of efficient load-balancing primitives for protocol&lentifiers, as well as their worst-case (i.e., maximum) value

relying on any of these routing geometries. over the same 100 experiments. For all geometries, we observe
that the imbalance in latency costs remains relatively modest
C. Sparse Population of the Identifier Space in a sparsely populated identifier space. The imbalance in

m/aintenance costs is more significant, but the main observation
IS that the imbalance in routing costs can become very large.
This observation emphasizes the urgent need for efficient load

So far, we have assumed that the identifier space is fu
populated. For instance, a PRR tree with= 2 and D =
9 would necessarily contailVn = 512 nodes. In practice X )
however, the identifier space is likely to be relatively sparseRfancing algorithms. _ N
populated, especially during the deployment phase of a new-ast, in Fig. 4, we plot the correlation cpefﬂments between
overlay service or protocol. Here, we investigate the effects 8fandL, £ andM, and and, as a function of the number
a sparse population of the identifier space on the various cdtddentifiers. Our main finding is that a sparsely populated
incurred by different nodes. identifier space has t_he effect'of rqakmg the dlﬁergnt costs
Because routing geometries generally assume that the igeprrelated. This con'flrms the intuition that the routing and
tifier space is fully populated, one has to address how to ddfency costs of a given node are largely dependent on how
with identifiers that do not map to any node. In general, diyyell the node is connec_ted to the rest of the network, which
ferent overlay protocols use different solutions to the problel €xPressed by the maintenance cost.
of handling a sparsely populated identifier space. Since, in
this paper, we are interested in comparing geometries rather V1. DISCUSSION ANDCONCLUSIONS
than specific protocols, we use a common technique for all of

the routing geometries we study. The technique we use bear N ptr'o!:;osfed ?hmode:,.baseddor; experrllencgd tload a}[nd n(t)de
some similarity to the solutions proposed in [3], [4], [12], [14].Connec Vity, for the cost incurred by €ach nhode 1o participate
g an overlay network. We argue such a cost model is a

Each identifierv that does not map to a node is assigned { ) oful complement to topolodical performance metrics 112
the node with the identifier. the closest ta according to an usetu P pological p ics [12],

arbitrary norm in the identifier space. Thus, each nodeay [18], in that .it allows to predict disincentives t.o collabqrate
be assigned more than one identifier. In particular, if node(md(.es refusing to' serve _rgquests to reduge their cos't),. @scqver
is assigned the identifier that would correspond to a nzmdepchSIble ”e‘WOT" msta_bllltles (nOdes. leaving and re-jomning in
in a fully populated identifier space, nodelinks to all the h.OpeS Of_ lowering their cost), |d_ent|fy hOt. S.pOtS (nodes with
nodesy would link to. As a result, different nodes may havé"gh routing load), and characterize the efficiency of a network

different maintenance cost¥/,,. In the computation of\/,, as a whole.

we consider that there is at most one link from one node t We believe our cost model can be used beyond the context
another, i.e., we discount duplicate links that may result froﬂ? overlay _networks, and can in fact apply to most_ netvyorked
nodes holding multiple identifiers. systems with competing entities. Indeed, by adopting different

We run the following simulations. For each geometry, w aIuesI for t:\e parametend, s, r, m) ;he mod?l can indif-.
consider a fixed number of nodds — 512. We start with a 1€rently apply to interconnections between Internet service

fully populated identifier space, with — 2 and D — 9 for providers, peer-to-peer file sharing networks, or mobile ad-hoc

both de Bruijn graphs and PRR trees, and gradually incree(heetwf)rks’ to name a few examples. One of our main resu_lts IS
D up toD = 15. For theD-torus, we useD — 3, so that each that, if nodes value the resources they use to forward traffic on

nodeu is represented by a set of coordinates, u,, u, ). We behalf of other nodes, letting nodes choose which links they
allow each coordinate to take integer valueé gétv;@.eﬁnd wish to maintain can yield a sub-optimal network with respect

n. Initially, we selectn = 8, so that each possible set of® overaII_ resource usage. ) _ )
coordinates corresponds to a given node (becatse- N) When individual incentives are not aligned with a desirable

and we then gradually increaseup ton = 32. In other words social outcome, which is the case in the context of most
" overlay networks, one may want to design rules to limit the

8The correlation coefficient actually only tests for a linear correlatioreffects of individual selfishness. Among the different type of

Additional tests, such as thgtest (or correlation ratio) are generally requiredeles that a designer can impose we focused in this paper
to confirm the lack of correlation between two variables. We omit these tests '

here, but point out that additional data (e.g., scatter plots) confirm the lack @ netyvork topology. We showed that, when the number of
correlation between the variables. nodes is small, fully connected networks are generally the most
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Fig. 3. Ratios between maximum and minimum routing, latency, and maintenance costs experienced at a given node in function of the number of identifiers
used. Curves marked “avg.” indicate average results over all experiments in a given set, while curves marked “w.c.” denote the maximum ratio, or worst case,

observed over all experiments in a given set.
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Fig. 4. Correlation betweef,,, M, and L,, in function of the number of identifiers used.

cost-efficient solution. When the number of nodes is large determining which type of topology is more appropriate
star networks are desirable from the point of view of overalbr a specific application. A related open problem consists
resource usage. This result leads us to conjecture that, wirerobtaining a meaningful set of values for the parameters
feasible, centralized networks, where the “center” consists @f s, r,m) for a given class of applications (e.g., file sharing
a few fully connected nodes can be an interesting alternativetween PCs, ad-hoc routing between energy-constrained sen-
to completely distributed solutions, provided that incentiveor motes). To that effect, we plan on gathering measurement
mechanisms to handle network asymmetries are in place. data from deployed networks, such as file-sharing systems,
Using analysis and simulations, we characterized the costmtent delivery networks, or deployed ad-hoc and (central-
incurred with some of the recently proposed topologies fized) wireless networks. Last, we point out that a possible
network overlays. The main finding is that, while very apalternative to load balancing primitives is to devise incentive
pealing from the point of view of resiliency and scalabilitymechanisms that make it desirable for nodes to forward as
all of the geometries we analyzed can potentially create largeich traffic as possible. Incentive mechanisms have started
imbalances in the load imposed on different nodes. We alspreceive attention from the systems community (e.g., [13],
showed that, assuming that all nodes have approximately {88], [31]) and one of our hopes for the present paper is to
same degree of connectivity to the rest of the network, differeigister more research in that direction.
types of imbalance (e.g., routing load vs. experienced latency)
are generally independent. As a result, we concluded that
designing very efficient load-balancing primitives is a must ACKNOWLEDGMENTS
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