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Abstract— Network - operators control the flow of traffic  (where the length of a path is the sum of the weights on the
through their networks by adapting the configuration of the |inks) and creates a table that controls the forwarding chea

underlying routing protocols. For example, they tune the irteger T
link weights that interior gateway protocols like OSPF and IS- IP packet to the next hop in its route. To handle the presence

IS use to compute shortest paths. The resulting optimizatio ©f Multiple shortest paths, in practice, a router typicajpfits
problem—to find the best link weights for a given topology traffic roughly evenly over each of the outgoing links along a
and traffic matrix—is computationally intractable even for the shortest path to the destination. The link weights are sjpic
simplest objective functions, forcing the use of local-seeh  configured by the network operators or automated management

techniques. The optimization problem is difficult because Hese ; ; i
protocols split traffic evenly along shortest paths, with noability systems, through centralized computation, to satisfyficraf

to adjust the splitting percentages or direct traffic on othe e’?g'”e_e“”g goals, such .as minimizing the_ maximum link
pathS. In this paper, we propose an extension to these proto- utilization or the sum of link cost [2] We will use the the
cols, called Distributed Exponentially-weighted Flow Sglfting sum of link cost as the primary comparison metric and the
(DEFT), where the routers can direct traffic on non-shortest gptimization objective. A typical link cost function of kn
paths, with an gxponenthl penglty on longer paths. DEFT Igds utilization is illustrated in Fig. 1.

not only to a simpler optimization problem, but also to weigh
settings that provably perform always better than OSPF and B-
IS. In the optimization problem we present, both link weights and
flows of traffic are integrated as optimization variables inb the
formulation and jointly solved by a two-stage iterative metod.
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Our novel formulation leads to a much more efficient way to 1o
identify good link weights than the local-search heuristis used

for OSPF and IS-IS today. DEFT retains the simplicity of having Lot
routers compute paths based on configurable link weights, wite 8

approaching the performance of more complex routing protools or
that can split traffic arbitrarily over any paths.

Keywords: Interior gateway protocol, traffic engineering, routing,
OSPF, network optimization, mathematical programming 2f
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. Motivation

Managing a |arge IP network is immensely challenging, Fig. 1. Link cost as a function of the load for a unit link caipac
in large part because the existing protocols and mechanisms )
sometimes were not designed with management in mind. For>etting link weights under OSPF and Isilsan be catego-
example, the design of existing protocols and mechanisfiged aslink-weight-basedraffic-engineering, where a set of
typically induces optimization problems that are compatat link We_lght_s c_arunlquelyanddlstrlbutlv_elydeterr_mne th_e flow
ally intractable, forcing the use of local-search teche&u of tr_afhc W|.th|n the network for any given trafflc matrix. The
to identify good parameter settings. In this paper, we argl/&ffic matrix can be computed based on traffic measurements
that future protocols, including routing protocols, stibble (€-9- [3]) or may represent explicit subscriptions or reaer
designed with optimization in mind, with enough flexibilitytions from users. Link-weight-based traffic engineering ha
and optimizability provided in the first place so as to enabf¢’© key components: aentralizedapproach for setting the
efficient and easy-to-operate solutions. In particular,svew routing parameters (i.e., link weights) anddstributed way
how to extend existing link-state routing protocols for mor0f using these link weights to decide the routes to forward
effective traffic engineering [1] within a single Autonormu Packets. Setting the routing parameters based on a network-
System (AS), such as a company, university campus, wide view of the topology and traffic, rather than the local
Internet Service Provider (ISP). views at each router, can achieve better performance [4].

Most large IP networks run Interior Gateway Protocols Link-weight-based schemes are appealing alternatives to
(IGPs) such as OSPF (Open Shortest Path First) or ISf9re complex load-sensitive routing protocols for several
(Intermediate System-Intermediate System) that seletttspa©@sons [4]. Link-weight schemes are compatible with gst
based on link weights. Routers use these protocols to egehan ,_ integer ink weight could b ~ 216 — 1 for OSPF andl ~ 26 — 1
!'nk_ weights and construct a complete view of the tOpOIO%r IS-IS (or 1 ~ 224 — 1 for the new version). We use OSPF to represent
inside the AS. Then, each router computes shortest path&F and IS-IS thereatfter.



link-state routing protocols, and link weights is a concise
form of configuration state, with one parameter on each
unidirectional link. The weights have natural default \eslu
(e.g., inversely proportional to link capacity or proporial
to propagation delay). If the topology changes, the routers
can automatically compute new routes based on the current
topology and link weights. In addition, the resulting ragfi
protocols have low overhead and are intrinsically stabteges
the routers do not adapt automatically to locally-cong&rdc
(and potentially out-of-date views) of the traffic. Finallink
weights offer a great deal of flexibility for controlling the
flow of traffic; often, changing just one or two link weights is
sufficient to alleviate congestion in the network. ) ) ] ) )
Evaluation of various trafic engineering schemes, in terrfl 2 A0 li=ralie exanpl to show Optna) Routog BCST OSPF
of total link cost minimization, can be made against the
performance benchmark of optimal routing (OPT), which can

direct traffic along any paths in any proportion. OPT mode|gplemented. Therefore, it is interesting but challengtog
an idealized routing scheme that can establish one or megrch for a routing protocol with which the resulting link-

explicit paths between every pair of nodes, and distribute §eight-based traffic engineering can realize OPT.
arbitrary amount of traffic on each of the paths.

It is easy to construct examples where OSPF with the bt Overview of DEFT
link weighting performs substantially (5000 times) worart | Jight of the difficulty of tuning OSPF for consistently
OPT in terms of minimizing sum of link cost. In addition,good performance, we wonder how close to optimal routing a
finding the best link weights under OSPF is NP-hard [2fink-state protocol could be. In this paper, in part inspitey
Although the best OSPF link WelghtS can be found by SOlVir‘g)ng et al’s work in [10]' we exp|0re the potentia' of a link-
an integer linear program (ILP) formulation (as shown igtate protocol by relaxing the constraint of the greedy teisor
Appendix A), such an approach is impractical even for a migrath routing as in OSPF. The propose protocol is called
size network. Many heuristics, including local search [@la pistributed Exponentially-weighted Flow SpliTting (DERT
simulated annealing [5], [6] have been proposed to seafghere the routers can direct traffic on non-shortest patts, w
for the best link weights under OSPF. Among them, locakn exponential penalty on longer paths.
search technique is the most attractive method in finding aThe flexibility of routing on non-shortest paths of DEFT
good setting of the link weights for large-scale networkeeft can pring tremendous improvement in approaching network-
though OSPF with a good setting of the weights performgde traffic engineering objective and still keep the sirib}i
within a few percent of OPT for some practical scenarios [2jnd scalability of link-state routing protocols. For thengde
[5], [6], there are still many realistic situations wherebg scenario in the 5-node network (Fig. 2), DEFT can achieve
performance gap between OSPF and OPT could be significgfiow with total link cost of 383.31 units (within.9% of

even at low utilization [2], [7]. optimality).
In summary, OSPF's failing to achieve optimal routing The second innovation of DEFT comes from a novel
comes from two reasons: optimization formulation for the resulting traffic engimigy
1) The limitation of OSPF protocol on even splitting ofproblem and the associated two-stage iterative methodt Mos
traffic across multiple shortest path routes; existing methods of searching for good link weights under a
2) The computational intractability in searching for thete link-state protocol, e.g. the local search OSPF in [11]rtsta
link weights under OSPF. from a set of link weights that accordingly determine the flow

We present a practical example to illustrate the effect ef ttof traffic, and tune the weights of some links to diversify the
two types of limitations. For the network in Fig. 2, which Has traffic. In this work, we develop an optimization formulatio
nodes and 8 bi-directed edges (for a total of 16 links), thie li where both link weighting and traffic flows are variables at
capacities are all 5 units, and the traffic demand betweem edlse same time, coupled through constraints in the formanati
node pair is randomly chosen from [0, 5] units. The objectivEhus the solution to the formulation will bring an optimaiki
value (in terms of the sum of link cost) of optimal routingveighting at once and the searching procedure could besdarri
is 379.86 units. In contrast, the objective value from usingut much more efficiently. The detailed description of DEFT
the Best OSPF (ILP) is 631.16 units (with an optimality gawill be covered in Sec. Il-Ill.
of 66.2%) and that from Heuristic OSPF (Local Search) is In the most relevant related work, Fong et al. [10] propose
3615.29 units (with a performance gap of 851.7%). to forward traffic on paths in inverse proportion to (or styic

Although OPT could be realized by some non-link-weightdecreasing with) the sum of the weights. Accordingly, oplim
based traffic engineering (e.g. [7]-[9]) where each routesuting for single-destination (sink) can be realized unde
cannotindependentiydecide the flow splitting only based onthe scheme within polynomial time. However, the approach
link weights, some additional centralized signaling had¢o may lead to loops in the routes, and its applicability and



performance for the more crucial scenarios (with multiple-
destinations) are not addressed at all. In link-weight-based traffic engineering, each routereeds
o to make independentdecision on how to split the traffic
C. Summary of Contributions : . S L
) . ) ) destined to node¢ among its outgoing links only using link
There are two main reasons for the difficulty in tuning OSPReights. Therefore, it calls for a functiof'() > 0) to

for good performance. First, the routing mechanism restriGepresent the traffic allocation.

the_ traffics to be rou_ted onl_y on short_est paths. Second,_link|n the case of the shortest path routing (e.g., OSPF), which
weights and the traffic matrix are not integrated togeth&r ingyenly splits flow across all the outgoing link as long as they
the optimization formulation. Both bottlenecks are oveneo are on shortest paths. First of all, we need a variable taatei

in DEFT as follows: whether link(u, v) is on the shortest path toor not. Denote
1) Traffics are allowed to be routed on non-shortest-paths, , as the weight for link(u,v), and d!, as the shortest
with exponential penalty on path lengths. distance from node to nodet, thend! + w,, , is the distance

2) An innovative optimization formulation is proposedfrom « to ¢t when routed through. Thus the gap of the two
where both link weights and flows are variables. It leadsbove distancesy!, , = d! + w, ., — d!, is always larger or
to an effective two-stage iterative method. equal to 0. Therfu, v) is on the shortest path toif and only

As a result, DEFT has the following desirable propertiesif h!, , = 0. Accordingly, we can use a unit step function of
It determines a unique flow of traffic for a given linkht, , to represent the traffic allocation for OSPF as follows.

weight setting in polynomial time. 1 iR =0
o It is provably always better than OSPF in terms of F(hfl_’v) :{ 0 if h}&” >0 (2)
minimizing the maximum link utilization or the sum of wv
link cost. Therefore, the flow proportion on the outgoing lirfk, v)
« Itis readily implemented as an extension to the existingestined tot at w is I'(hg, )/ >, jee T(;,;)- Denote £,
IGP (e.g. OSPF). as the flow on link(u,v) destined to node and f! as the

« The traffic engineering under DEFT with the two-stagiow sent along the shortest path of nadelestined tat, then
iterative method realize near-optimal flow of traffic even

for large-scale network topologies. L= ftrmt ). (3)
o The optimizing procedure for DEFT converges much ’ ’
faster than that for OSPF. TheT'(n! ,) function (2) (i.e. evenly splitting) results in the

The rest of the paper is organized as follows. We introduldractability in searching for the best link weights un@spPF
the framework and prove the basic properties of DEFT fs discussed in Sec. I. In part inspired by Fong et al’s work i

Sec. II, followed by the novel optimization formulation aitsl 10]; We can define a new(h;, ,) function to allow for flow
solution algorithms in Sec. I1I. Then we present resultsrfro ©" Non-shortest paths. Intuitively, we should send moréidra

extensive numerical experiments in Sec. IV, comparing DEFP the shortest path than on a non-shortest path. Moreover,
with with OSPF in terms of optimality gap, maximum linkthe traffic on a non-shortest path should be 0 if the distance

load, convergence behavior and complexity of the optirorat Qa_p_betwee” the non-shortest path_ a”?'_ the tshortest path is
procedure. We conclude and discuss future work on DEFT [finitely large. Based on the above intitiohi(%,, ,,) should
Sec. V. Details of a reference optimization formulation and€ @ strictly decreasing continuous function/gf, bounded

interior-point methods are outlined in the Appendix. within [0,1]. The exponential function is one of the natural
choices and the performance of using such function turns out

Il. DEFT: FRAMEWORK AND BASIC PROPERTIES to be excellent.
In this section, we introduce the framework and prove the In this paper, we propose an IGP with Distributed
basic properties of the proposed DEFT protocol. Exponentially-weighted Flow SpliTtingDEFT) using (4)
] ) ) ) ) below, i.e. the routers can direct traffic on non-shortetqa
A. Link-weight-based Traffic Engineering and DEFT with an exponential penalty on longer paths.
Given a directed graptG = (V,E) with capacity ¢, . e . .
for each link (u,v), let D(s,t) denote the traffic demand T(ht ) :{ e e if d, > d @)
originated from nodes and destined to node ®(f,.,cu.v) ’ 0 otherwise

is a strictly increasing convex function of floy, , on link  From (4), we can easily verify that no packet would ever
(u,v) (typically a piece-wise linear cost [2], [7] as shown ifraverse a loop under DEFT since the flow always goes towards
equation (1), or in Fig. 1). The network wide objective is t¢nhe destination. Similarly, Fong et al. [10] propose to fards

minimize >, yer ®(fup; Cuw)- traffic on paths in inverse proportion to (or exponentialey d
; fun/one < 1/3 creasing with) path lengths. However, this approach mag lea
u,v u,v C’LL,’U = H H H HH
3y = 2/3cun 1/3'< fo e < 2/3 to Ioop_s in the rout_es, and _|ts apphcablllty and performeanc
B fu cue) = 10fuw — 16/3 cu.v 2/3 < fuw/cun < 9/10 for routing with multiple destinations are not addresseaveN
W T} 70 fuw — 178/3 cuw 9/10 < fuw/cuw <1 optimization formulation is also absent in [10].

500 fu,o — 1468/3 cu,v 1< fuw/cu,p <11/10

50000 — 16318/3 s 11/10 < fumfeu.s Key notations used throughout this paper are summarized

at Table I.



TABLE |

addresses and port number of the packet header [7] to ensure
SUMMARY OF KEY NOTATION

that packets from the same TCP/UDP connection traverse the
same path).

Nit)at'on Weight assigned to mzn'vn)g Although DEFT does not limit link weights to integer
w:uq; Cower bound of all Tink vx;eidhts. values, DEFT can also be efficiently implemented with intege
d., The shortest distance from nodeto nodet. d. = 0. weights. More specifically, assume the link weight for link
R, Gap of shortest distancéy, , £ d’ + w... — d.,. (u,v) is set towy,y € [Wmin, Wmas| @S the result of traffic
fis Flow on link (u, v) destined to node. engineering, we just to need to specify a global parameter,
ft Flow along the shortest path of nodedestined tot to convertw, ,, into an integer weight by roundingw,, .. Let
Juw Flow on link (u, v). n be the number of bits to represent an integer weight in a
Cu,v Capacity of link(u, v). _ routing protocol (e.g.n = 16 in OSPF),p could be specified
D(s,t) | Traffic demand from source to destinatiory as [2=L|. For consistency, the rule of flow splitting in (4)

can be replaced with (5) below.

B. Sample Link Weighting in DEFT T(h,) = { 8 P /P 'fﬂf‘]li > d, (5)
We use a simple example to demonstrate the advantage of othenwise

using DEFT over OSPF. For the sample network in Fig. 3 If nis sufficiently large, the difference between using integer

where all the traffic is from nodel to node B. Obviously, or non-integer link weights under DEFT is negligible. Fro&

the ratio of the traffic on the two paths with optimal routing6 and all the scenarios tested in this work, the difference in

could bez : 1 —z for any0 < x < 1 if the capacities on path terms of total link cost is usually less than 0.05% (with aykin

A —1— BandA — 2 — B can be arbitrarily specified. Onoutlier of 0.4%).

the other hand, such ratio under OSPF could only0hel, Note that, by enabling the use of non-shortest paths, DEFT

1:1 or1:0. Therefore, to realize optimal routing, we havenay direct some flows on paths with longer propagation delay.

to send traffic along a non-shortest path. Fortunately, the exponential penalty in DEFT significantly
For the example in Fig. 3, without loss of generality, patimits the number of flows that traverse long paths. To tighte

A — 1 — B is assumed to be the shortest path with 1-urhe bound on worst-case delay, the routers could limit the

length and its traffic fraction iz > 0.5. Therefore, we just use of paths beyond a maximum target IGP cost. In general,

need to assign + log %~ units ? as the length (weight) for most applications are not especially sensitive to delajoreg

pathA — 2 — B, which will determinel —z traffic proportion as delay stays below a target value. This allows DEFT to

on it under DEFT. strike an attractive balance in achieving higher throughpu

than conventional IGPs, in exchange for a small increase in

propagation delay for some flows.

D. Key properties

We prove the following key properties for DEFT.

Theorem 1: DEFT can realize any acyclic flow for a single-
destination demand within polynomial time.
Fig. 3. A simple example of implementing optimal routing endEFT  prggf: Obviously, the links without flow can be assigned
with infinitely large weights and excluded from the network
for further process. The nodes are processed in their mvers
opological order in the acyclic flow whereas the first node

ould be the destinatian When nodeu is processed, we set
the shortest distance from nodeto ¢, d, = max(,, ,)er d’, °.

C. Implementation

The DEFT scheme can be easily implemented by sligh
extending the existing link-state routing protocols (IB&PF).
First, the .networ_k opergtqr or manageme.nt system caIeu] enote 1 = max, ez fi,, Where f1  is the amount of
the best link welghys_wnhm DEFT for a given traffic matn)_(.fLOW on link (u, ), then the weight of link(u, v) will be
Second, after receiving the updated link weights using link it . A X
state advertisement (LSA) packets, each router indepelydel"i‘ss'gn?d as- l,og T d,u N d,- Iis easy to verify that the
determines the flow allocation across shortest and nortesﬂ'lorabove link weighting satisfies Fhe def|n.|t|on of D_EFT (_-'
paths to each destination according to (4). Thus the routing! "€orem 2: DEFT can achieve optimal routing with a
table stores several next hops (nodes) for each destinaffyfgle destination within polynomial time. _
associated with the desired flow proportion. Such desireu fi§°"00f: The optimal routing for a strictly increasing convex
splitting can be approximately achieved by using pseudSQSt function can be achieved within polynomial time since

random methods (e.g. hashing the source and destinatbpthe constraints are linear and the resulting formutatio
(see Appendix A) is a convex optimization problem [11].
0

21t is derived from 2 = EU};MHB) - e 5 Wwhere Obviously, such optimal flow for single destination is adycl
—x A—s B~
could

( —B) —(wa o,
wa_.o_, g is the weight for pathd — 22—>BB. AItheough 1 —ﬁlog z
be infinitely large whene reaches 1, a large enough weight assigned to path2All d? have been determined since the nodes are processed in énserev
A — 2 — B will make the traffic on the path negligible. topological order andlf = 0




From Theorem 1, such optimal flow can be realized usidgwer bound of all link weights, a constant parametg;,,,
DEFT as long as there is only one destinatilih. make such relaxation as tight as we want.
Note that, in contrast, OSPF cannot even realize optimal . pt
single destination flow for some scenarios [2] including the D(hy,) =€ e (6)
simple sample (Fig. 3) introduced in Sec. I-B. Indeed, consider a flow solution satisfying (6), there isn li
Theorem 3: DEFT is always better than OSPF in terms of,, ) whered!, > d'. and f , > 0, then f! , < fl el =
minimizing total link cost or the maximum link utilization. ., e o e

Proof: Given any integer link weighting and the correspondi “W portion, which is infeasible to DEFT on links, v), could
flow for OSPF, assuming integer,, is chosen as the weight neglecte,d T

for link (u, v), we can assign weight: w,,, to link (u,v) for — Therefore, we present the following optimization problem
DEFT whereas: is a constant number. Sinee, , is integer, ORIG (7) using the relaxed rule of flow splitting (i.e., (6)) as
the gap of shortest distance of a link along a non-shortekt pthe approximation for the traffic engineering under DEFT.

is at least 1 for OSPF and such gap is at lea$bor DEFT. L

Thus the flow proportion of a link along a non-shortest path minimize Z ®(furws Cuw) (73)
will be less thane—* of the flow proportion of the link along _ (o) . )
the shortest path from (4). Wheris large enoughe—® is very ~ Sublectto > fi.— >~ fi, =D(y.1).¥y #1 (7b)
close to 0, e.g.e 6 ~ 10~7. Therefore, the flow along any =(y%)€E @i(@.)€E

e~ (ditwuy—d,) < £t c=wmin |f 4. is large enough, this

non-shortest path is negligible and DEFT has almost the same Jup = Ztev fios (7¢)

flow as OSPF. i.e., DEFT degenerates into OSPF. Therefore, B = d + wew — db,, (7d)

DEFT is no worse than OSPF. In addition, from Theorem 2, . . ont

DEFT can realized optimal routing for some scenarios where f’j»’” =fue ", . (7e)

OSPF Cannol. fu = maX(u,v)G]E fu,’w (7f)
Theorem 4: For any traffic matrix, DEFT can determine a variables wu,v > Wmin, fu, i, iy, foors fuw >0 (79)

unique flow for a given link weighting within polynomial time . . . .
d g ghiting POy Constraint (7b) is to ensure flow conservation at an inter-

Proof: Given any link weightingW, the splitting of the flow mediate nodey. Constraint (7¢) is for flow aggregation on
destined to node is independent of that of other destinations . &. -0 . aggreg
just as a regular routing protocol does in practice. Givemn tﬁ"aCh I|nk._ Constraint (7d)_ is from the definition of gap of
J ' shortest distance. Constraints (7e)-(7f) come from (3)(&hd

link weighting W, we can determlne and sp_llt _the incoming | addition, (7€) and (7f) also imply that . < f* and !

flow of each node in the topological order within the shortes S v u [usv
) . of at least one of an outgoing links, v) of nodew destined

path tree (from all sources) to a particular destinatione Th

above procedure can be finished within polynomial tillle. to nodet should be 0, i.e., the linku, v) is on the shortest
path from nodeu to nodet.

IIl. DEFT: OPTIMIZATION FORMULATION AND SOLUTION

B. Two-Stage Iterative Method
ALGORITHM

In this section, we address how to determine link Weighhs Problem ORIG (7) is non-smooth and non-convex due to
for an arbitrary network topology and traffic matrix, i.e. on-smooth constraint (7f) and non-linear equality (7e9. N

. . . 27 ) tractable general-purpose solver can be applied to thisigmo
the scenario with muItlpIe de§t|nat|ons. Itis .also t.h? moaﬁrectly. We propose an innovative two-stage iterativehudt
challenging part of all link-weight-based traffic enginiegr

. to solve problem ORIG.
schemes. Previous schemes (e.g. [5], [6], [11]) start from aFirst, we relax constraint (7f) into (8) below

set of link weights which determine the flow of traffic, and
then tune the weights of some links to diversify the traffic. | t < Z L VteEV, YueV. (8)
this work, we develop an optimization formulation wheretbot (u,0)€E "

link weighting and traffic flows are variables at the same tim&gs. (7a)-(7e), (7g) and (8) constitute probl&RPROX.
coupled through constraints in the formulation. Therefore Note that we only need to obtain a “reasonably” accurate
the solution to the formulation will bring the optimal linksolution (link weightingW) to problem APPROX since the
weights at once. The resulting optimization problem cowdd hnaccuracy caused by the relaxation (8) will be compendated
solved much more efficiently. We will present the optimieati the successive refinery process. From IWe we can derive
formulation under DEFT and propose a two-stage iteratitee shortest path tre®(W,t) 4 for each destinatiort, and

method to solve the problem. all other dependent variableg( A, ,, fi, fi ., fu.) within
o ) DEFT according to Theorem 4. We then use these values as the
A. Novel Optimization Formulation initial point (which is also strictly feasible) for a new firem

Note that, it is still difficult to directly integrate the REFINE, which consists of Egs. (7a)-(7e), (7g) and (9) below:
exponentially-weighted flow splitting (4) of DEFT into an . .
optimization formulation because of its discrete featiee the fu= fup,Vt€VNVu VN (u,0) € T(W, 1), (9)
traffic destined to nodecan be sent through link:, v) ifand . ,
To keepT (W, t) as a tree, only one downstream node is chosen if a node

e o " - . . .
only if d;, > dy- InStead_ of introducing some binary Varlable%an reach the destination through several downstream noileshe same
we relax (4) into (6) first, and then by properly setting theistance.



With the two-stage iterative method, we are left with twdhgorithm 2 DEFT_IPOPT (ustart ftend; [t€fmax, Initial_Point)
optimization problems, APPROX and REFINE, both of which 1: if Initial_Point# nil then
are with convex objective functions and twice continuously2: Initiate the problem with InitiaPoint *REFINE*/
differentiable constraints. To solve the large-scale lear  3: end if
problems APPROX and REFINE (witt)(|V||E|) variables 4: for each iterationi < It€fmax With pistart > 1 > ptend dO
and constraints), we extend the primal-dual interior pbitr 5. p; < current value for
line search algorithm, IPOPT [12], by solving a set of barrie 6: W, « current values for altv,, ,
problems for a decreasing sequences of barrier parameters?.  Flow; «— DEFT_FLOW(W;)
converging to 0. (See more discussion in Appendix B.) 8: end for

In summary, in solving problem APPROX, we mainly want 9: if Initial_Point= nil then
to determine the shortest path tree for each destinatien (i10:  return (;, W;) of the last iteration /*APPROX?*/
deciding which outgoing link should be chosen on the shortest: else
path). Then in solving problem REFINE, we can tune the link2:  return (;, W;) of the iteration with the besFlow; in
weights (and the corresponding flow) with the same shortest  terms of objective value /*REFINE*/
path trees as in APPROX. 13: end if

Note that the line search approach adopted to solve both
APPROX and REFINE could update all link weights si-

multaneously within one iteration using the general descefbst function (1) as in [11]. The primary metric used is
methods. In contrast, for the local-search techniquesei@h the optimality gap, in terms of total link cost, compared
iteration of the search evaluates a candidate solution ére against the value achieved by optimal routing (determinged b
assignment of the link weights) and sets the stage for exgjor the centralized solution to the linear program in Appendix
a neighborhood of solutions by changing one, or a few, link using CPLEX 9.1 [13] via AMPL [14]). The secondary
weights. Therefore, our approach requires fewer iteratthan metric used is the maximum link utilization. We do not
the local search techniques in general. reproduce the performance of some obvious link-weight-
C. Pseudocode for Two-Stage DEFT based traffic engineering approaches for OSPF, e.g., URFOS

) . : tting all link weights to 1), RandomOSPF (choosing the
The pseudocode of the proposed two-stage iterative mem(végghts randomly). InvCapOSPF (setting the weight of an

for DEFT is shown in Algorithm 1 and 2. Most instructions. = . . .
! wn i gon mStruet S||nk inversely proportional to its capacity as recommentgd

are self-explanatory. Function DEFHLOW(W) is described . . . i o
in Theorem 4 to derive a flow from a set of link WeightsC'SCO)’ L20SPF (setting the weight proportional to its pbgts

W. Given the initial and ending values for barrier paraméf_uclidean distance) [11], since none of them performs ak wel
ter », maximum iteration number, with/without initial link 25 the state-of-the-art local search method proposed ih [11

weighting/flow, function DEFTIPOPT() returns a new set OlcIn addition, since DEFT is always better than OSPF in terms

link weights as well as a new flow. Note that, as show f minimizing the maximum link utilization or the sum of
in Algorithm 2, when DEFTIPOPT() is used for, problem ink cost (Theorem 3), we bypass the scenarios where OSPF

APPROX, it returns with the last iteration rather than th(ée:n ac?lz\/_e ?hear optimal .SOI$;'Otnég;t;3d’ we atre p?atlhlzu !
iteration with the besFlow; in terms of the objective value ag'nterestedin those scenarios tha 0€s not perforis we

in problem REFINE. This is because problem APPROX has For fair comparisons, we use the same topology and traffic

different constraints from problem ORIG and a too gree atrix as those in [11]. The 2-level hierarchical networleyev
method may leave small search freedom for the succes erated using GT-ITM, which consists of two kinds of links

REFINE problem. Finally, to execute function Tvtage() as local access links with 200-unit capacity and long distdimte

in Algorithm 1, we need to specify initial and terminativew'th 1QQO-un|t ca_lpamty. _And in the random topologles, the
4 values, fint > frend > Jiendrefind, @nd maximum probability of having an link between two nodes is a constant
) ni - enaapprox — enaretine/» . . .

iteration number It@pprox > It€lefine. As to be shown in later parameter and aII,Ilnk capamﬂes are 1000 units.

performance evaluation, it is straight-forward to spetifgse _ ~lthough AT&T's proprietary code of local search used

parameters. in [11] is not publicly available, there is an open source
software project with IGP weight optimization, TOTEM 1.1

Algorithm 1 Two_Stagefuinit, ftendapprox fiendrefine; It€fapprox It€Trefine) [15]. It follows the same lines as [11], and has similar dyali

1 (11, W) — DEFTIPOPT (uint, tendapprox 1E€Tapprox Nil) of the results. It is slightly slower due to the lack of the

2: Initial_Point— (W, DEFT_FLOW (W)) implementation of dynamic Dijkstra algorith_m. We use the

3 (i, W) — same parar_neter s_ettmg for Io_cal search as in [2], _[1_1_] where
DEFTIPOPT(, jtendrefine, Itelietine, Initial_Point) Ilnk_ weight is restricted as an integer from 1 to 20, |_n|t|a|kl

4 return (W, DEFT_FLOW(W)) weights are chosen randomly, and the best result is cadlecte

after 5000 iterations.
To implement the proposed two-stage iterative method for
IV. PERFORMANCEEVALUATION DEFT as shown in Algorithm 2 and 1, we modify another
In this section, we present the numerical results of varioepen source software, IPOPT 3.1 [16], and adjust its AMPL
schemes under many practical scenarios. We employ the samerface to integrate it into our test environment. We c®o



uinit = 0.1 for most cases except fqr,iy = 10 for the 100-
node network with heavy traffic load (the last three points
of DEFT shown in Fig. 8). We also chooS&ndapprox =
1074, ftendrefne = 1079, and maximum iteration number
[terapprox = 1000, lt€rlefine = 400. The code terminates earlier
if the optimality gap has been less than 0.1%.

- OSPF_MAX
- DEFT_MAX
12 -+ OPT_MAX

—OPT_AVE | »

°
®

Link Utilization

Optimality Gap (%)

A. Optimality Gap and Max Link Utilization in Minimizing
Total Link Cost

The results for a 2-level topology with 50 nodes and 212 " /
links with seven different traffic matrices are shown at &abl T OO e Ry mm ma e e
Il. The results are also depicted graphically in Fig. 4. Besi Sum of Demands Sum of Demands
the two metrics (maximum link utilization and optimality@a gy 4. comparison of DEFT and Local Search OSPF in terms tifnaity
in terms of total link cost), we also show the average linfap and maximum link utilization for a 2-level topology wifi® nodes and
utilization under optimal routing as an indication of netkwo 212 links
load. From the results, we can observe that the gap between

°
=

OSPF and optimal routing can be very significant (up to ) B = OSPE_MAX
222.8%) for a practical network scenario, even when the » ] 14F |- OPT_MAX
average link utilization is not very high<(27%). In contrast, . y —OPTAYE
DEFT can achieve almost the same performance as the optimal S -
routing in terms of both total link cost and maximum link g= j§ 1
utilization. §15 g .
TABLE II 8 -
Results of 2-level topology with 50 nodes and 212 links
Total Demand 1700 2000 2200 2500 2800 3100 3400 /
Ave Link Load-OPT | 0.128 | 0.148 | 0.17 | 0.192 | 0.216 | 0.242 | 0.267 R T T —
Max Link Load-OPT | 0.667 | 0.667 | 0.667 | 0.9 0.9 0.9 09 || Sum of Demands Sum of Demands
Opt. Gap-OSPF 28% | 4.4% | 7.2% | 9.4% | 20.7% | 64.2% | 222.8%
Opt. Gap-DEFT 01% | 01% | 01% | 0.1% | 0.1% | 01% | 0.1% Fig. 5. 2-level topology with 50 nodes and 148 links
Similar observation can be found for other scenarios as o oerr I T+ oor MAX
shown in Fig. 4-8. Without exception, the curves of the DEFT © b |3 Opr k.
scheme (the horizontal lines coinciding with x-axes) almos s — OPT_AVE
completely overlap with those of optimal routing measured S 2
with total link cost and maximum link utilization. Note that g g
within those figures, the maximum optimality gap of OSPF is ;iﬁ £
as high as 252% in Fig. 7 and that of DEFT is only up to EZ" Eoe
1.5% in Fig. 8. In addition, DEFT reduces the maximum link S 406
utilization compared to OSPF on all tests, and substayiiall "
some tests. Note that, maximum link utilization is not a reetr . 0 /
as comprehensive as total link cost since it cannot indicate R .
whether there are multiple over-congested links. T Sum of Demands i * "Sum of Demands it
B. Convergence Behavior Fig. 6. Random topology with 50 nodes and 228 links

Fig. 9 shows the optimality gap achieved by local search
OSPF and DEFT, as well as the value of barrier parameter _ N ) o
1 within the first 500 iterations for a typical scenario (corlimization algorithms: the ability to provide multiplicae re-
responding to the points in Fig. 4 with the largest traffiuction in optimality gap as approaching toward the optimum
demand). For OSPF local search, the optimality gap is stlihis is in part because we incorporate the relationship éetw
386% after 500 iterations, and it takes another 4500 itmati ik weighting and the flow of traffic into the optimization
to reduce the optimality gap to 223% (as shown at Fig. 4). dgrmulation itself from the beginning.
the contrary, DEFT can reduce the gap to 13.1% at the end of ) i )
the APPROX procedure (after 359 iterations). Resumed with Running Space and Time Requirement
u = 1074, the REFINE procedure further reduces the gap to The tests for DEFT and local search OSPF were performed
0.1% with only additional 108 iterations. under the time-sharing servers of Redhat Enterprise Linux
Therefore, DEFT converges much faster than local searghwith Intel Pentium IV processors at 2.8.2 Ghz. The
method and exhibit an important feature desirable in all oppcal search code for OSPF is integrated with TOTEM, which



-~ OSPF_MAX | Table IV-C shows the running time for different networks.
DEFT b | opT max | We observe that the running time per iteration of DEFT is
—OPTAVE comparable with local search OSPF but the iteration number
required for DEFT (at most 1400 iterations and as low as 271
. ] iterations in our tests) is much less than that for local dear
OSPF (5000 iterations). Therefore, DEFT is very promising

to achieve near optimal traffic engineering within a reabtaa

] time, even for large-scale networks.
/ 1 TABLE Il

Average running time per iteration and number of iteraticerguired by

250

N
8
s

0.8

Optimality Gap (%)
g
Link Utilization

0.2,

® Som of Demands xiot * Som of Demands xiot DEFT and local search OSPF to attain the performance in F&. 4
Fig. 7. Random topology with 50 nodes and 245 links ; Time per Iteration (s) Iteration
9 pology Net. Type | Node | Link DEET OSPE DEET OSPF
2level 50 | 148 | 0.7~35 | 6.0~13.9 | 271~825 | 5000
12 : : : 2-level 50 212 1.0~4.8 6.4~17.4 | 308~1020 5000
*OSPF Random 50 228 3.3~5.0 3.2~9.0 | 400~1400 5000
0| o DEFT Hr Random 50 | 245 | 6.0~12.3 6.1~14.1 | 620~1400 | 5000
160 1 Random 100 403 59~126 | 39.5~105.1 479~994 5000
glz‘bO : 0.9
120 O osf
& g V. CONCLUSION AND FUTURE WORK
Zw g o7 . L .
I z. Network operators today try to alleviate congestion intthei
g - own network by tuning the parameters in IGP. Unfortunately,
traffic engineering under OSPF or IS-IS to avoid networkewid
40 04 -4~ OSPF_MAX 1 . ) : ) .
> DEFT_MAX congestion is computationally intractable, forcing the wé
” "I S | ] local-search techniques. While staying within the contaixt
0, 02, H H - H H
o ot Demanis, o G of Bemantis link-weight-based trafflc engineering, we propose a new pro
tocol called DEFT: Distributed Exponentially-weightecb#
Fig. 8. Random topology with 100 nodes and 403 links SpliTting. DEFT significantly outperforms the state-oéthrt

OSPF local search mechanisms in minimizing network-wide
congestion. The success of DEFT can be attributed to two
. ] additional features. First, DEFT can put traffic on non-gsir
ﬁ paths, with an exponential penalty on longer paths. Second,
i GAP OSPE ; DEFT solves the resulting optimization problem by intepgt
3 AP OEFT_APPROX : link weights and the corresponding traffic distributioneatuer
in the formulation. The novel formulation leads to a much

GAP-DEFT-REFINE more efficient way of tuning link-weight than the existingéd
search heuristic for OSPF.

DEFT is readily implementable as an extension to existing
IGPs. It is provably always better than OSPF in minimizing
sum of link cost. DEFT retains the simplicity of having
routers compute paths based on configurable link weights,
W w0 0 %0 500 while approaching the performance of more complex routing

teration protocols that can split traffic arbitrarily over any patis.

Fig. 9. Evolution of barrier parameter in DEFT and comparison of the summary, in terms of minimizihg. tOt.al link cost, perf-ormen-c
drop in optimality gap between Local Search OSPF and TwgeSBEFT in  of OSPF by local search heuristics is at best what is attained
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a 2-level topology with 50 nodes and 212 links by solving the ILP (Appendix A), which is substantially
outperformed by DEFT that comes very close to the optimal
routing.

consumes about 700MB memory for all the tested scenariosin this paper, we only address the link weighting under
and the memory occupied by DEFT varies from 175MB tDEFT for a given traffic matrix. The next challenge would
2077MB depending on the network size. Note that both locgé to explore robust optimization under DEFT, optimizing to
search code [15] used in OSPF and IPOPT code used in DE§elect a single weight setting that works for a range of traffi

available to us can be further optimized for speed. Moreovefiatrices and/or a range of link/node failure scenarios.
the running time is also sensitive to traffic matrix since a

solution with acceptable optimality can be reached very fas ACKNOWLEDGMENT
for light traffic matrices. Therefore, we just show their eage We would like to thank Bernard Fortz and Hakan Umit
running time per iteration for qualitative reference. (Budapest University of Technology and Economics, Hunpgary



for providing the code of local search OSPF and the netwoskt of barrier problems (12) for a decreasing sequenceh (wit
topology, which are used in our simulation study for a fa@ superlinear rate) of barrier parametgrsonverging to 0.

comparison between DEFT and OSPF. We also appreciate
the helpful discussions on large-scale non-linear opation

with Sven Leyffer (Argonne National Laboratory), Andreas
Waechter (IBM T.J. Watson Research Center), Gabriel Lopez

(12a)
(12b)

min ¢, (x) 2 f(x) - ,LLZZ. In(z;)
st ¢(x)=0

Calva and Richard Waltz (Northwestern University), andn€ Primal-dual equations are shown at (13) below

Robert J. Vanderbei (Princeton University).

APPENDIX

A. Integer Linear Program for OSPF and Linear Program for
Optimal Routing

Vix)+Ve(x)A—2z=0 (13a)
c(x)=0 (13b)
diag(x)diag(z)e — pe =0 (13c)

wheree is the vector of all ones\ andz are the Lagrangian

multipliers for the equality constraints (11b) and the bdun

min Z D(fu,vsCuv) (10a)

(u,v)€E
st > fy.— >, fey=D(yt),Vy#t (10b)
z:(y,z)€EE z:(z,y)EE
fuw = fos (10c)
tev

o = doy + Wuw — dy, (10d)
fiw < fir (10e)
B, < M(1=06L,), aon
fo— fow S MQA=35,), (10g) [
1— 6y, < MR, ,, (10h)
flow < M8, (aoj M

vars. wy,v, ffm dfu hi,m fﬁ,m fuw >0, (10j)
5., € {0,1}. ok B

The integer linear program formulation to search for the be%]
link weights under OSPF is shown at (10). Egs. (10a)-(10&l) ar
copied from (7).M is a very large constant positive number

to deal with binary variables andf, , is a binary variable to 7
represent if link(u,v) is on the shortest path from to t¢.

Thus, if 6!, = 1, thenh!, , = 0 due to (10f) andf! , = f, I8l
due to (10e) and (10g) while if;, , = 0, thend;, , = 1 due to (g

(10h). On the contrary, i, , = 0 then f. | = 0 due to (10i).
Therefore, formulation (10) realizes the equal flow spigti [10]
across multiple shortest paths under OSPF. Note that, we do
not limit the link weightsw,, ,, to integer values to speed up11]
the searching procedure. The resulting non-integer patitte
could be treated as equal if they differ by less than a spdcifiﬁzl
tolerance as in [7].

In addition, the linear program for optimal routing consist

of (10a)-(10c). [13]

[14]
B. IPOPT: primal-dual interior point filter line search
[15]

The two optimization problems, APPROX and REFINEPIG]

discussed in Sec. Il can be transformed into a general for-
mulation (11) below.

min  f(x) (11a)
st e(x)=0 (11b)
vars. x>0 (11c)

where both f(x) and ¢(x) should be twice continuously
differentiable. The method in [12] calculates solutions &

constraints (11c). The method in [12] computes an approxima
tion solution to the barrier problem (12) for a barrier paeaen
1 using a damped Newton’s method, and uses the solution as
the initial point for the next barrier problem with a smaljer
value. Further description can be found in [12].
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