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Abstract—We propose a mechanism that incorporates network allowing its use with minimal changes to the protocol stack,
coding into TCP with only minor changes to the protocol and in such a way that incremental deployment is possible.
stack, thereby allowing incremental deployment. In our scleme, The main idea behind TCP is to use acknowledgments of
the source transmits random linear combinations of packets . .
currently in the congestion window. At the heart of our schene _neWIy received packets a_s they arrimecorrect sequence order
is a new interpretation of ACKs — the sink acknowledges every in order to guarantee reliable transport and also as a fekdba
degree of freedom (e, a linear combination that reveals one signal for the congestion control loop. This mechanism re-
unit of new information) even if it does not reveal an origind  quires some modification for systems using network coding.
packet immediately. Such ACKs enable a TCP-like sliding- g ey difference to be dealt with is that under network
window approach to network coding. Our scheme has the nice - . . .
property that packet losses are essentially masked from the coding the receiver does_not_ obtain original packets of the
congestion control algorithm. Our algorithm therefore reacts Message, but linear combinations of the packets that are the
to packet drops in a smooth manner, resulting in a novel and decoded to obtain the original message once enough such
effective approach for congestion control over networks imolving  combinations have arrived. Hence, the notion of an ordered
lossy links such as wireless links. Our experiments show thaur sequence of packets as used by TCP is missing, and further, a

algorithm achieves higher throughput compared to TCP in the i binati bring i inf tion t .
presence of lossy wireless links. We also establish the salmess Inéar combination may bring In new information to a receive

and faimess properties of our algorithm. even though it may not reveal an original packet immediately
The current ACK mechanism does not allow the receiver to
I. INTRODUCTION acknowledge a packet before it has been decoded. For network

coding, we need a modification of the standard TCP mecha-

Network coding has emerged as an important potential afism that acknowledges every unit of information received.
proach to the operation of communication networks, espigciaA new unit of information corresponds mathematically to a
wireless networks. The major benefit of network coding sterdggree of freedomessentially, once: degrees of freedom
from its ability tomix data, across time and across flows. Thisave been obtained, a message that would have required
makes data transmission over lossy wireless networks tobusencoded packets can be decoded. We present a mechanism
and effective. Despite this potential of network coding,sti#  that performs the functions of TCP, namely reliable tramspo
seem far from seeing widespread implementation of netwaskid congestion control, based on acknowledging every degre
coding across networks. We believe a major reason for thjs freedom received, whether or not it reveals a new packet
is that it is not clear how to naturally add network coding timmediately.
current network systems (the incremental deployment prob-Our solution introduces a new network coding layer between
lem) and how network coding will behave in the wild. the transport layer and the network layer of the protocalksta

In order to bring the ideas of network coding into practicaMe use the same principle for congestion control as TCP,
we need a protocol that brings out the benefits of networlamely that the number of packets involved in transmissions
coding while requiring very little change in the protocadat. cannot exceed the number of acknowledgments received by
Flow control and congestion control in today’s internet ammore than the congestion window size. The rules for adapt-
predominantly based on the Transmission Control Protodol the congestion window size are also identical to TCP.
(TCP), which works using the idea of a sliding transmissioHowever, we introduce two main changes. First, whenever
window of packets, whose size is controlled based on fedtie source is allowed to transmit, it sends a random linear
back. The TCP paradigm has clearly proven successful. \&é@mbination of all packets in the congestion window. Second
therefore see a need to find a sliding-window approach te receiver acknowledges degrees of freedom and not atigin
similar as possible to TCP for network coding that makes upackets. (This idea was previously introduced in [3] in the
of acknowledgments for flow and congestion control. (Thisontext of a single hop erasure broadcast link.) An appabgri
problem was initially proposed in [1].) Such an approacimterpretation of the degree of freedom allows us to order th
would necessarily differ from the generation-based apgroareceiver degrees of freedom in a manner consistent with the
more commonly considered for network coding [2]. In thipacket order of the transmitter. This lets us utilize thedsad
paper, we show how to incorporate network coding into TCPCP protocol with the minimal change. We use the TCP-Vegas
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protocol, as it is more compatible with our modificationseTh
rest of the paper explains the details of our new protocaiglo
with its theoretical basis, and analyzes its performanaegus
simulations as well as an idealized theoretical analysis.
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In considering the potential benefits of our network coding 1 0 Basis of knowledge
with a TCP-based protocol, we focus on the area of wireless b 0| o spaceinRREF
links. It is well known that TCP is not well suited for lossy ( I ) |«<—— Witness forp,
links, which are generally more prevalent in wireless syste R

Adapting TCP for wireless scenarios is a very well-studied
problem (see [4] and references therein for a survey). @pdin
across packets is a very natural way to handle losses, and i
well-suited to handle the broadcast nature of wireless for a
multiple receiver scenario. Our extension of TCP to a system
with coded packets leads to a new approach to implementin¢Definition 1 (Seeing a packet)A node is said to haveeen
TCP over wireless networks, and it is here where the benetitpacketpy if it has enough information to compute a linear
of our approach are most dramatic. combination of the formpx + q), whereq = >, , arpe,

TCP performs poorly on lossy links primarily because it isiith o, € F, for all ¢ > k. Thus,q a linear combination
designed to interpret each loss as a congestion signal. @ur rinvolving packets with indices larger than
protocol therefore aims to make a lossy channel appear a$te notion of “seeing” a packet is a natural extension of the
lossless channel to TCP, using random linear network codimmtion of “decoding” a packet, or more specifically, receg/a
Masking losses from TCP has been considered earlier usppacket in the context of classical TCP. For example, if a pack
link layer retransmission [5]. However, it has been noted ip, is decoded then it is indeed also seengas 0. A node
the literature [6], [7] that the interaction between link/éa can compute any linear combination whose coefficient vector
retransmission and TCP’s retransmission can be complicaie in the span of the coefficient vectors of previously reediv
and that performance may suffer due to independent retralisear combinations. This leads to the following definition
mission protocols at different layers. In contrast, ouresnh Definition 2 (Knowledge of a node)fhe knowledge of a
does not rely on the link layers for recovering losses. budte nodeis the set of all linear combinations of original packets
we use an erasure correction scheme based on random lirieat it can compute, based on the information it has received
codes between the TCP and IP layers. Our scheme respé&atsThe coefficient vectors of these linear combinatiorsnfo
the end-to-end philosophy of TCP — coding operations asevector space called tHeowledge spacef the node.
performed only at the end hosts. We state a useful proposition without proof (see Corollary 1
[3] for details).

Proposition 1: If a hode has seen packst, then it knows

Starting with the initial works of [8] and [9], there hasexactly one linear combination of the fonpi + q such thatq
been a rapid growth in the theory and potential applicatiins s itself a linear combination involving onlynseenpackets.
network coding. These developments have been summariZeég above proposition inspires the following definition.
in several survey papers and books such as [10]. However, t®efinition 3 (Witness)We call the unique linear combina-

a large extent, this theory has not yet been implementedtion guaranteed by Propositiah 1, thtness for seeingy..
practical systems. A compact representation of the knowledge space is the
There have been several important advances in bridging thgsis matrix. This is a matrix in row-reduced echelon form
gap between theory and practice. The distributed randagatlin (RREF) such that its rows form a basis of the knowledge
coding idea, introduced by Het al.. [11], is a significant step space. Figurd]l explains the notion of a seen packet in
towards a robust implementation. The work by Cledal. [2] terms of the basis matrix. Essentially, the seen packets are
introduced the idea of embedding the coefficients used in tfi2 ones that correspond to the pivot columns of the basis

linear combination in the packet header, and also the nofionmatrix. Given a seen packet, the corresponding pivot roesyiv
generations (coding blocks). The work by Kagtial. [12] used the coefficient vector for the witness linear combinatiom A
the idea of local opportunistic coding to present a prakticenportant observation is thahe number of seen packets is
implementation of a network coded system for unicast.  always equal to the dimension of the knowledge space

the number of degrees of freedom that have been received so
far. A newly received linear combination that increases the
We introduce definitions that will be useful throughout th@imension is said to bmnovative We assume throughout the
paper (see [3] for more details). We treat packets as vect@ggper that the field size is very large. As a consequence, each
over a finite fieldF, of sizeq. All the discussion here is with reception will be innovative with high probability, and Wil
respect to a single source that generates a stream of packgi§ise the next unseen packet to be seen (see L&Mmma 1).
The k" packet that the source generates is said to have arExample:Suppose a node knows the following linear com-
indexk and is denoted apy. binations:x = (p1 + p2) andy = (p1 + ps). Since

Number of seen packets = Rankof matrix = Dim of knowledge space

Fig. 1. Seen packets and witnesses in terms of the basisxmatri
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these are linearly independent, the knowledge space has ¢  Pr¥P:*Pa*Ps
dimension of 2. Hence, the number of seen packets must be  p,+2p,+2p,+p,

2. It is clear that packep; has been seen, sincesatisfies b +3ptp. +4p
the requirement of Definitionl 1. Now, the node can compute e
z 2 x—y = (p2 — p3). Thus, it has also seep,. That Py +4p, +2p; +6p,
meansps is unseen. Hencs; is the witness fop,, andz is {m, by seen
: RTT P lost
the witness fomp,. L
I11. THE NEW PROTOCOL vd‘/} \w/p
In this section, we present the logical description of owr ne 4 o p, seen
protocol, followed by a way to implement these ideas with as o«
little disturbance as possible to the existing protocotlsta RTT, y 5
. - N
A. Logical description is@\*”
&

The main aim of our algorithm is to mask losses from
TCP using random linear coding. We make some important
modifications in order to incorporate coding. First, insted Fig. 2.
the original packets, we transmit random linear combimestio
of packets in the congestion window. While such coding
helps with erasure correction, it also leads to a problef@ntrol using packet loss as a congestion indicator is ndit we
in acknowledging data. TCP operates with units of packe@,lited to this situation. However, it is useful to note thHaa t
which have a well-defined ordering. Thus, the packet sequerg®ngestion related losses are also made to appear as a longer
number can be used for acknowledging the received data. TRET. Therefore, we need an approach that infers congestion
unit in our protocol is a degree of freedom. However, wheffiom an increase in RTT. The natural choice is TCP-Vegas.
packets are coded together, there is no clear ordering of thd CP-Vegas uses a proactive approach to congestion control
degrees of freedom that can be used for ACKs. Our médhy inferring the size of the network buffers even before they
contribution is the solution to this problem. The notion o$tart dropping packets. The crux of the algorithm is to estém
seen packets defines an ordering of the degrees of freedd round-trip time (RTT) and use this information to find the
that is consistent with the packet sequence numbers, and digerepancy between the expected and actual transmisgen r
therefore be used to acknowledge degrees of freedom.  As congestion arises, buffers start to fill up and the RTTistar

Upon receiving a linear combination, the sink finds oup rise, and this is used as the congestion signal. This lsigna
which packet, if any, has been newly seen because of the riewssed to adjust the congestion window and hence the rate.
arrival and acknowledges that packet. The sink thus preterter further details, the reader is referred to [13].
to have received the packet even if it cannot be decoded yetln order to use TCP-Vegas correctly in this setting, we need
We will show in Sectiofi TV that at the end this is not a problertp feed it the fictitiously longer RTT of a degree of freedom
because if all the packets in a file have been seen, then thiegt includes the fictitious queuing delay. We introduce @eho
can all be decoded as well. RTT estimation algorithm to do this.

The idea of transmitting random linear combinations and The sender can note down the transmission time of every
acknowledging seen packets achieves our goal of maskiimgear combination. So the question is, when an ACK arrives,
losses from TCP as follows. As mentioned in Sectigh Itp which transmission should it be matched in order to com-
with a large field size, every random linear combination igute the RTT? Our solution is to match it to the transmission
very likely to cause the next unseen packet to be seentivat occurred after the one that triggered the previous ACK.
order. So, even if a transmitted linear combination is lde, Consider the example shown in Figlre 2. The congestion
next unseen packet will eventually be seen by the receiverviilndow is assumed to be 4 packets long. All 4 transmissions
the form of the next linear combination that is successfullgre linear combinations of the 4 packets in the window. Ia thi
received. From TCP’s perspective, this appears as though &xample, the ** packet is seen because of ttfé transmission.
degree of freedom waits in a fictitious queue until the chanriehe 27 and 3" transmissions are lost, and tHé&" trans-
stops erasing packets and allows it through. Thus, there wilission causes th2? packet to be seen (the discrepancy is
never be any duplicate ACKs. Every ACK will cause thdecause of losses). As far as the RTT estimation is concerned
congestion window to advance. In shattg lossiness of the transmissions 2, 3 and 4 are treated as attempts to convey
link is presented to TCP as an additional queuing delay théte 2"¢ degree of freedom. The RTT for th&*¢ packet is
leads to a larger effective round-trip tim&he more lossy the therefore computed based on the oldest such attempt, namely
link is, the larger will be the RTT that TCP sees. the27< transmission. In other words, the RTT is the difference

The natural question that arises is — how does this affdmtween the time of reception of ACK=3 (in the figure), and
congestion control? Since we mask losses from the congestibe time of the transmission ¢b1 + 2p2 + 2p3 + p4). The
control algorithm, the TCP-Reno style approach to congastiimplementation of this idea is explained in the next subsact

Example of coding, ACK and RTT measurement
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appends it to the basis matrix of its knowledge space. Then,
it performs a Gaussian elimination to find out which packet is
— Data newly seen so that this packet can be ACKed. The receiver
- - ACK module also maintains a buffer of linear combinations of
packets that have not been decoded yet. Upon decoding the
packets, the receiver module delivers them to the TCP sink.
We now describe the implementation of the RTT com-
putation. As in TCP-Vegas, the sender module notes down
the system clock corresponding to every transmission. In
addition, the transmitter embeds in the header of every
transmission a transmit serial numiek_SFERIAL_NUM.

TCP Vegas

Network Coding Layer

TCP Vegas

l
Network Coding Layer
f

Internet Protocol Internet Protocol

Fig. 3. New network coding layer in the protocol stack This serial number is used for identifying the transmission
while computing RTT. Now, in every ACK, the sink embeds
B. Implementation in the headerthe transmit serial number of that packet,

6r_1e reception of which, triggered the sink’s previous ACK

The implementation of all these ideas in the existing pro-- "~ led g " S h
tocol stack needs to be done in as non-intrusive a manner : S IS calle PREV_SERI _L.—NUM' (See the exam-
in Figure[2.) Upon receiving the ACK, the transmit-

possible. We present a solution which embeds the netw G h b ¢ th ket that i
coding operations in a separate layer below TCP and ab 7 Irst notes the sequence number of the packet that is

IP on the source and receiver side, as shown in Figure 3. f&ng ACK?d' Then, for purposes ,Of RTT compgta‘uon, I
exact operation of these modules is described next. matches this ACK to the transmission whose ;engl number
The sender module accepts packets from the TCP sou?%e(PREV—SERIAL—NUM +1). The transmit time of

and buffers them into an encoding buffer which represers t e matched transmission is then loaded into the transmit
coding windoW, until they are ACKed by the receiver. ThellMmestamp echo field of the TCP_ A_CK pgcket and_ dellve_red
nICP' Thus, the TCP sender is intentionally mislead into

sender then generates and sends random linear combinati8

of the packets in the coding window. The coefficients used ﬁ?_lrphputirrg thtﬁ ficFitious F‘}TL fgrlthe degree of fr('jeedog\. Thi
the linear combination are also conveyed in the header. € algoniinm IS specified below using pseudo-code. This

For every packet that arrives from TCR,linear combina- specification assumes a one-way TCP with the timestamps

tions are sent to IP on average, whekeis the redundancy option turned on.

L o 1) Source side:The source side algorithm has to respond
parameter. The average rate at which linear combinatioms ar .
0 two types of events — the arrival of a packet from the source

sent into the _network, Is thus a con_stant factor more th%P, and the arrival of an ACK from the receiver via IP.
the rate at which TCP’s congestion window progresses. This

is necessary in order to compensate for the loss rate of thé) Set_TX_SERIAL_NUM aqd NUM to 0.
channel and to match TCP’s sending rate to the rate at whic ) Wait state:.lf any of the following events occurs, respond
data is actually sent to the receiver. If there is too little 3) gzgsg?grsr‘wﬂ:i'mvﬁ'_ﬁ;cp_
redundancy, then the data rate reaching the receiver will no , ' .
match the sending rate because of the losses. This leads to &) !fthe packetis a control packet used for connection
a situation where the losses are not effectively masked from ma”a_geme”t’ deliver it to the IP layer and return
the TCP layer. Hence, there are frequent timeouts leadilag to to wart stz_;\te. ) i )
low throughput. On the other extreme, too much redundancy ) |f packetis not already in the coding window, add
is also bad, since then the transmission rate becomes dimite it to the coding window. _
by the rate of the code itself. Besides, sending too many €) SetNUM = NUM + R. (R is the redundancy
linear combinations can congest the network. The ideal leve factor.) i _
of redundancy is to keeg equal to the reciprocal of the d) _Repeat the following NUM | times:
probability of successful reception. Thus, in practicevtakie i) IncrementT' X_SERIAL_NUM by 1.
of R should be dynamically adjusted by estimating the loss li) Generate a random linear combination of the
rate, possibly using the RTT estimates. packets in the coding window. _

Upon receiving a linear combination, the receiver module lii) Add the network coding layer header to it that

first retrieves the coding coefficients from the header and contains the following: the coefficients used for the
random linear combination in terms of the packets

Lwhenever a new packet enters the TCP congestion window, FE@Brtits in the current coding window, the set of packets in
it to the network coding module, which then includes it in tmeling window. the window, andl'’X SERIAL NUM.
Thus, the coding window is related to the TCP layer’s corigesivindow. . . N g
However, it is generally not identical to the congestion daw. In particular, 'V) Deliver the packet to the IP Iayer-
the coding window will still include packets that were tramiged earlier by v) Note down the current time as the transmission

TCP, but are no longer in the congestion window because oflactien of time Corresponding td X SERIAL NUDM.
the window size by TCP. However, this is not a problem becaunsleding SetNUM — f ; | — fNU]\/}
more packets in the linear combination will only increasectiances of being e) Set := Tractional part o :

innovative. f) Return to the wait state.



4) ACK arrives from receiver:

a) Remove the network coding ACK header and re- ope 10055
trieve PREV_SERIAL_NUM.

b) Modify the TCP ACK header as follows. Set the
timestamp-echo field in the header to the trans-
mission time corresponding to the transmission
number(PREV_SERIAL_NUM +1). Fig. 4. Simulation topology

2) Receiver sideOn the receiver side, the algorithm again

has to respond to two types of events: the arrival of a paclg?t
from the source, and the arrival of ACKs from the TCP sink],C

equations. At this point, the file can be delivered to the
P sink. In practice, one does not have to necessarily wait
1) Wait state: If any of the following events occurs, yntjl the end of the file to decode all packets. Some of the
respond as follows; else, wait. unknowns can be found even along the way. In particular,
2) ACK arrives from TCP sinkif the ACK is a control \yhenever the number of equations received catches up with
packet for connection management, deliver it to the fpe number of unknowns involved, the unknowns can be found.
layer and return to the wait state; else, ignore the AClyow, for every new equation received, the receiver sends an
3) Packet arrives from source side: ACK. The congestion control algorithm uses the ACKs to
a) Remove the network coding header andontrolthe injection of new unknowns into the coding window
retrieve the coding vector as well as theThus, the discrepancy between the number of equations and
TX_SERIAL_NUM. number of unknowns does not tend to grow with time, and
b) Add the coding vector as a new row to the existingherefore will hit zero often based on the channel condtion
coding coefficient matrix, and perform Gaussias a consequence, the decoding buffer will tend to be stable.
elimination to update the set of seen packets. An interesting observation is that the arguments used to
c) Add the payload to the decoding buffer. Perforrshow the soundness of our approach are quite general and can
the operations corresponding to the Gaussian elirbe extended to more general scenarios such as random linear
ination, on the buffer contents. If any packet getsoding based multicast over arbitrary topologies.
decoded in the process, deliver it to the TCP sink.
d) Generate a new TCP ACK with sequence number V. FAIRNESS OF THE PROTOCOL
equal to that of the oldest unseen packet. Here, we study the fairness property of our algorithm
e) Add the network coding ACK header tothrough simulations.
the ACK, consisting of the current value of

PREV_SERIAL NUM. A. Simulation setup
f) Update PREV_SERIAL_NUM to the The protocol described above is simulated using the Network
TX_SERIAL_NUM of the new arrival. Simulator (ns-2) [14]. The topology for all the simulations

is a tandem network consisting of 4 hops (hence 5 nodes),
shown in Figuré 4. The source and sink nodes are at opposite

We argue that our protocol guarantees reliable transfer exids of the chain. Two FTP applications want to communicate
information. In other words, every packet in the packetsstre from the source to the sink. They either use TCP without
generated by the application at the source will be deliveredding or TCP with network coding (denoted TCP/NC). All
eventually to the application at the sink. We observe that tthe links have a bandwidth of 1 Mbps, and a propagation
acknowledgment mechanism ensures that the coding modulédelay of 100ms The buffer size on the links is set at 200.
the sender does not remove a packet from the coding wind@Wwe TCP receive window size is set at 100 packets, and the
unless it has been ACKede, unless it has been seen by th@acket size is 1000 bytes. The Vegas parameters are chosen
sink. Thus, we only need to argue that if all packets in a fil® bea = 28, 3 = 30, = 2 (see [13] for details of Vegas).
have been seen, then the file can be decoded at the sink. . o ] ]

Theorem 1:From a file ofn packets, if every packet hasB- Fairness and compatibility — simulation results
been seen, then every packet can also be decoded. By fairness, we mean that if two similar flows compete for

Proof: If the sender knows a file of packets, then the the same link, they must receive an approximately equakshar

sender’s knowledge space is of dimensiofEvery seen packet of the link bandwidth. In addition, this must not depend on
corresponds to a new dimension. Hence, ifrajpackets have the order in which the flows join the network. The fairness
been seen, then the receiver's knowledge space is alsoobfTCP-Vegas is a well-studied problem. It is known that
dimensionn, in which case it must be the same as the sendedspending on the values chosen for thend 3 parameters,
and all packets can be decoded. B TCP-Vegas could be unfair to an existing connection when

In other words, seeing: different packets correspondsa new connection enters the bottleneck link ([15], [16]).
to havingn linearly independent equations in unknowns. Several solutions have been presented to this problem in the
Hence, the unknowns can be found by solving the systditerature (for example, see [17] and references therém).

IV. SOUNDNESS OF THE PROTOCOL
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Fig. 5. Fairness - two TCP/NC flows Fig. 6. Fairness and compatibility - one TCP/NC and one TCR flo

our simulations, we first pick values of and § that allow e first study the effect of the redundancy parameter on
fair sharing of bandwidth when two TCP flows without oUfhe throughput of TCP/NC for a fixed loss rate of 5%. By
modification compete with each other, in order to evaluate thyss rate, we mean the probability of a packet getting lost
effect of our modification on fairness. on each link. Both packets in the forward direction as well
Then, with the samer and 3, we consider two cases: as ACKs in the reverse direction are subject to these losses.

Case 1.The situation where two network coded TCP flowsince no re-encoding is allowed at the intermediate noties, t

compete with each other. overall probability of packet loss across 4 hops is given by
Case 2:The situation where a coded TCP flow competes_ (1 —0.05)* which is roughly 19%. Hence the capacity is

with another flow running TCP without coding. roughly 0.81 Mbps, which when split fairly gives 0.405 Mbps
In both cases, the loss rate is set to 0% and the redundaBgy flow. The simulation time i$0000s.

parameter is set to 1 for a fair comparison. In the first We allow two TCP/NC flows to compete on this network,
simulation, where both flows use TCP/NC, one flow is startq)q),[h starting at).5s. Their redundancy parameter is varied

att = 0.5 gndlthedo;herzfcl)%g iﬁ_started at= ﬁOOOs.hThe_ between 1 and 1.5. The theoretically optimum value is ap-
system s simulated for - The current throughput is proximately1/(1 — 0.19) ~ 1.23. Figure[T shows the plot

calculated at intervals df.5s. The evolution of the throughputof the throughput for the two flows, as a function of the

over timg is sho_vvn in Figu.rE] 5. The figure shows th.at tr}%dundancy parametét. It is clear from the plot thak plays
effect of introducing the coding layer does not affect fass. an important role in TCP/NC. We can see that the throughput
We see that after the second flow starts, the bandwidth gﬁésaks around? — 1.25. The peak throughput achieved is

redistributed fairly. _ _ o - 0.399 Mbps, which is indeed close to the capacity that we
For case 2, the experiment is repeated, but this time with (g 1ated above. In the same situation, when two TCP flows

TCP flow starting first, a_nd the TC_:P/I\_IC flow startin_glat)OS. compete for the network, the two flows see a throughput of
The corr_esp_ondlng plqt IS sh_own In F'_g@e 6. This figure Sho%'?\OOGZ and 0.0072 Mbps respectively. Thus, with the correct
that_codmg is compatible with TCP m_the absence of l_ossef%oice of R, the throughput for the flows in the TCP/NC case
A_gf';un we see that after the new flow joins, the bandwidth g very high compared to the TCP case. In fact, even with
divided fairly between the two flows. R = 0, TCP/NC achieves about 0.011 Mbps for each flow

VI. EFFECTIVENESS OF THE PROTOCOL improving on TCP by almost a factor of 2.

We now show that the new protocol indeed achieves a highNext, we study the variation of throughput with loss rate
throughput, especially in the presence of losses. We first 8" Poth TCP and TCP/NS. The simulation parameters are all
scribe simulation results comparing the protocol’'s perfance e same as above. The loss rate of all links is kept at the
with that of TCP in Sectiof VIA. Next, in Sectidn V!B, we S&me value, and this is varied from 0 to 5%. We compare two
study the effectiveness of the random linear coding ideas irf¢enarios — two TCP flows competing with each other, and two
theoretical model with idealized assumptions such as tefinil CP/NC flows competing with each other. For the TCP/NC
buffer space, and known channel capacity. We show that GAS€: We set the redundancy parameter at the optimum value

such a scenario, our scheme stabilizes the queues for edl r&orresponding to each loss rate. Figlite 8 shows that TCP’s
below capacity. throughput falls rapidly as losses increase. However, TNCP/

is very robust to losses and reaches a throughput that ie clos
A. Throughput of the new protocol — simulation results to capacity.
The simulation setup is identical to that used in the faisnes Remark 1: These simulations are meant to be a preliminary
simulations (see Sectidn VtA). study of our algorithm’s performance. They do not account fo
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] We abstract out the congestion control aspect of the problem
] by assuming that the capacity of the system is fixed in time

. and known at the source, and hence the arrival rate is always
op ot ‘ ‘ ‘ , o maintained below the capacity. We also assume that nodes

32 ondancyFactor G5 have infinite capacity buffers to store packets. We focus on
a topology that consists of a chain of erasure-prone links
Fig. 7. Throughput vs redundancy for TCP/NC in tandem, with perfect end-to-end feedback from the sink
Ihroughtvs Loss e directly to the source. In such a system, we investigate the
oo BRE behavior of the queue sizes at various nodes.
o= TGP - ez 1) System modelThe network we study in this section

is a daisy chain ofN nodes, each node being connected
to the next one by a packet erasure channel, as shown in
Figure[9. We assume a slotted time system. The source
generates packets according to a Bernoulli process of rate
A packets per slot. The point of transmission is at the very
beginning of a slot. Just after this point, every node tratsm
one random linear combination of the packets in its queue.
We ignore propagation delay. Thus, the transmission, if not
erased by the channel, reaches the next node in the chain
almost immediately. However, the node may use the newly
received packet only in the next slot’s transmission. Welass

Fig. 8. Throughput vs loss rate for TCP and TCP/NC perfect, delay-free feedback from the sink to the source. In
every slot, the sink generates the feedback signal after the

the overhead associated with the network coding headets wifiStant of reception of the previous node’s transmissidre T
computing the throughput. The main overhead is in conveyiff@SUre event happens with a probability — x;) on the

the coding coefficients and the contents of the coding windo gngel co(rjmectmg nocjgﬁand (i Jr: b, almd '3 ass“f!“ed toh
However, if the source and sink share a pseudorandom numB%rm ependent across different channels and over times, Thu

generator, then the coding coefficients can be conveyed system. has acapacm_mi p; packets per slot. We assume
simply sending the current state of the generator. SirgjlarfiatA < min; zi;, and define the load factor; = A/p;. The
the coding window contents can be conveyed in an incremenf@@tion between the transmitted linear combination arel th
manner to reduce the overhead. prlgmal packet stream is conveyed. in the_ packgt header. We
Another source of throughput loss that has not been model84°'® this overhead for the analysis in th's secuon._
in the simulation is the field size not being large enoughsThi Reémark 2:This model and the following analysis also
could cause received linear combinations to be either nofforks for the case when not all intermediate nodes are
innovative, or might cause packets to be seen out of ordévolved in the network coding. If some node simply forwards
resulting in duplicate ACKs. However, the probability thafh® incoming packets, then we can incorporate this in the
such problems persist for a long time falls rapidly with thiPllowing way. An erasure event on either the link entering
field size. We believe that with practical choices of fieldesiz this node or the link leaving this node will cause a packet
these issues with only cause transient effects that wilhage €rasure. Hence, these two links can be replaced by a single
a significant impact on performance. The exact quantificati§"k Whose probability of being ON is simply the product of

oughput (Mbps)
° °
& 2

Thre

i | i i i L
05 1 15 2 25 3 35 4 45 5
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of these effects remains to be done. the ON probabilities of the two links being replaced. Thus,
_ all non-coding nodes can be removed from the model, which
B. The ideal case brings us back to the same situation as in the above model.

In this section, we focus on an idealized scenario in order2) Queue update mechanisms specified in the previous
to provide a first order analysis of our new protocol. We airsubsection, the coding scheme we consider is one where each
to explain the key ideas of our protocol with emphasis on thede transmits a random linear combination of the current
interaction between the coding operation and the feedbachkntents of its queue. Therefore, the question of how to tepda
The model used in this section will also serve as a platforthe queue contents becomes important. In our scheme, the sin
which we can build on to incorporate more practical situaio sends an ACK to the source in every slot, using the feedback



link. The ACK contains the index of the oldest packet no$4\Sg is (1 — % , Wheregq is the field size.
yet seen by the sink. Upon receiving the ACK, the source Pproof: Let M4 be the basis matrix of As knowledge
drops all packets from its queue with an index lower thagpace. Then, the coefficient vector of the transmitted finea
the sink’s request. As for the intermediate nodes, they do nymbination is given byt = ulM4, whereu is a vector of
have direct feedback from the sink. Therefore, the souree héngthlSAl = m whose entries are independent and uniformly
to inform them about the sink’s ACK. This information isgistributed over the finite fieldf,. Now, the entries of cor-
sent on the same packet erasure channel used for the regigponding to the packets seen byi ( pivot columns of A)
transmission. This feed-forward of the sink’s status is eled  are equal to the entries of that multiplied the corresponding
in our setup as follows. Whenever the channel entering ivot rows. Therefore, any entry fcorresponding to a packet
intermediate node is in the ON statee( no erasure), the seen by A is uniformly distributed and is independent of all
node’s version of the sink’s status is updated to that of thgher entries ot.
previous node. In practice, the source need not transmit tha et A/ be the basis matrix of B's knowledge space before
sink’s status explicitly. The intermediate nodes can irifer the new reception. Let* denote the index of the oldest packet
from the set of packets that have been involved in the linegy 5,\ 5. Supposet is successfully received by B. Then,
combination —if a packet is no longer involved, that meaes thy will appendt as a new row ta\/z and perform Gaussian
source must have dropped it, implying that the sink must haggmination. The first step involves subtracting framsuitably
ACKed it already. Whenever an intermediate node receivggaled versions of the pivot rows such that all entriest of
an innovative packet, this causes the node to see a preyioygrresponding to pivot columns df/5 become 0. (This is
unseen packet. The node performs a Gaussian eliminatiorpigssible only if the received packet is innovative.) We nied
compute the witness of the newly seen packet, and adds thisi#@| the probability that after this step, the leading noreze
the queue. Thus, intermediate nodes store the witnesseg ofdntry occurs in columi*, which corresponds to the event that
packets that they have seen. The queue update rule is sim#ajees packet*. Subsequent steps in the Gaussian elimination
to that of the source. An intermediate node drops the witnegf| not affect this event. Hence, we focus on the first step.
of all packets up to but excluding the one requested by the| et p; denote the set of indices of pivot columns ;.
sink. This is based on the most updated version of the singgthe first step, the entry in columit of t becomes
status known at the intermediate node.

3) Queuing analysis:The following theorem shows that t'(d*) = t(d*) — Z t(i) - Mp(r(i),d"),
if we allow coding at intermediate nodes, then it is possible i€Pp,i<d*
to achieve the capacity of the network, namalin; ;. Note
that this theorem also implies that if we only allow forwamgli
at some of the intermediate nodes, then we can still achleve
the capacity of a new network derived by collapsing the linkg

across the non-coding nodes, as described in Reark 2. for #/(d*), it follows that for any givenM. and My, #'(d*)

Theorem 2:As long asA < p for all 0 < k < N, the o .
queues at all the nodes will be stable. The expected quehuas a uniform distribution ovdﬁ’q, and the probability that it

wherer( ) denotes the index of the pivot row corresponding
pivot columni. Since packetl* has been seen by A(d*)
uniformly distributed oveff, and is independent of other
ntnes oft. From this observatlon and the above expression

size in steady state at node(0 < k < N) is given by: is not zero is therefor¢l — ¢ u
For the queuing analysis, we assume that a successful recep-
pill — pi) m tion always causes the receiver to see its next unseen packet
Z + sz provided the transmitter has already seen it. A consequence

of this assumption is that the set of packets seen by a node is
An implication: Consider a case where all the's are equal always a contiguous set, with no gaps in between. In paaticul
to somep. Then, the above relation implies that in the limithere is no repeated ACK due to packets being seen out of
of heavy traffic,i.e, p — 1, the queues are expected to berder. The above lemma argues that these assumptions become
longer at nodes near the source than near the sink. more and more valid as the field size increases. In realitgeso
A useful lemma: packets may be seen out of order resulting in larger queue
The following lemma shows that the random linear codingjzes. However, we believe that this effect is minor and can
scheme has the property that every time there is a succesbiiineglected for a first order analysis.
reception at a node, the node sees the next unseen packet Wiith expected queue size:
high probability, provided the field is large enough. Thistfa We define arrival and departure as follows. A packet is said
will prove useful while analyzing the evolution of the qusueto arrive at a node when the node sees the packet for the
first time. A packet is said to depart from the node when the
Lemma 1l:Let S4 and Sp be the set of packets seen byiode drops the witness of that packet from its queue. For each
two nodes A and B respectively. Assuifig\ Sp is non-empty. intermediate node, we now study the expected time between
Suppose A sends a random linear combination of its witnesdhe arrival and departure of an arbitrary packet at that node
of packets inS 4 and B receives it successfully. The probabilityfhis is related to the expected queue size at that node, by
that this transmission causes B to see the oldest packetlitile’s law.



Proof of Theoreni]2: In the future, we plan to understand the impact of field size
Proof: Consider thek!” intermediate node, for < k < on throughput. While our current simulations assume a large
N. The time a packet spends in this node’s queue can figd size, we believe that in practice, a large part of thegai
divided into two parts: can be realized without too much overhead. We also wish to
1) Time until the packet is seen by the sink: understand the overhead associated with the coding opesati
The difference between the number of packets seen imya practical setting. Throughput gains are seen even thoug
a node and the number of packets seen by the next ndde intermediate nodes do not perform any coding. Theory
downstream essentially behaves lik&eom /Geom/1 queue. suggests that a lot can be gained by allowing intermediate
The Markov chain governing this evolution is identical tatth nodes to code as well. Quantifying the impact of such coding
of the virtual queues studied in [3]. Given that a node has of interest in the future.
seen a packet, the time it takes for the next node to see thathis paper presents a new framework for combining coding
packet corresponds to the waiting time in a virtual queue. Faith feedback based rate-control mechanisms in a practical
a load factor ofp and a channel ON probability of, the way. It is of interest to extend this approach to more general
expected waiting time was derived in [3] to using settings such as network coding based multicast over a glener
results from [18]. Now, the expected time until tlfle sink seawtwork. Even in the point-to-point case, we could use these
the packet is the sum ofN — k) such terms, which gives ideas to implement a multipath-TCP based on network coding.

N 1 (- l‘l)
=k pu(1
2) Tuine untll sink’s ACK reaches intermediate node:

The sink's ACK has to propagate from the source td!
the intermediate node in question through the feed-forward
mechanism. Given that a node knows that the sink has se@h
the packet in question, the time it takes for the next node tﬁ
get this information is the expected time until the next slo
when the channel is ON. Since tti& channel is ON with
probability 1.; in every slot, this expected time is simpf. [
Thus, the time it takes for the sink’s acknowledgment of the
packet to propagate to nodeis given byZZ 1 —_.

Thus, the total expected time a packet spends in the quelr®
at thek*" node ( < k < N) is given by:

oLyl

i=k

Assuming the system is stabliee(, A\ < min; u;), we can use
Little’s law to derive the expected queue size at #¥e node:

Z pz Mz +sz

[6]
E[T] =

pa(1 = pi) U

(8]

El

[10]
|
[11]

VII. CONCLUSIONS AND FUTURE WORK 121
In this work, we propose a new approach to congestion

control on lossy links based on the idea of random linear net-
work coding. We introduce a new acknowledgment mechanid
that plays a key role in incorporating coding into the cohtro
algorithm. From an implementation perspective, we intazdu [14]
a new network coding layer between the transport and netW(Hg
layers on both the source and receiver sides. Thus, our esang
can be easily deployed in an existing system. A salient featu
of our proposal is that coding operations occur only at trae egs
hosts, thereby preserving the end-to-end philosophy of. TC

We observe through simulations that the proposed chandes
lead to huge throughput gains over TCP in lossy links. F?fa
instance, in a 4-hop tandem network with a 5% loss rate on
each link, the throughput goes up from about 0.007 Mbps to
about 0.39 Mbps for the correct redundancy factor.
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