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Abstract

The erasure resilience of rateless codes, such as Lubyforam (LT) codes, makes them particularly suitable
to a wide variety of loss-prone wireless and sensor netwgiieations, ranging from digital video broadcast
to software updates. Yet, traditional rateless codes lysunahke no use of a feedback communication channel,
a feature available in many wireless settings. As such, weergdize LT codes to situations where receiver(s)
provide feedback to the broadcaster. Our approach, refaweas Shifted LT (SLT) code, modifies the robust
soliton distribution of LT codes at the broadcaster, basedh@ number of input symbols already decoded at the
receivers. While implementing this modification entaittldi change to the LT encoder and decoder, we show both
analytically and through real experiments, that it achsesignificant savings in communication complexity, memory
usage, and overall energy consumption. Furthermore, we hat significant savings can be even achieved with a
low number of feedback messages (on the order of the squarefrthe total number of input symbols) transmitted
at a uniform rate. The practical benefits of Shifted LT codesdemonstrated through the implementation of a real
over-the-air programming application for sensor netwpbiased on the Deluge protocol.
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. INTRODUCTION

Point-to-multipoint wireless data communicatiae,, from a broadcaster to multiple downstream receivers,
is gaining popularity with emerging wireless broadcastreieds like digital video broadcast and cellular
data broadcast [1] that support digital data broadcastnmultiple receivers. Broadcast scenarios also
appear naturally in wireless sensor networks, most notdbhing software updates. Unlike analog broad-
cast, digital broadcast may also allow a back channel fogivecs to communicate with the broadcaster,
enabling interactive applications and protocols such 3acfabased data dissemination.

Point-to-multipoint wireless communication poses selvaraque challenges. First, wireless channels
are prone to lost packets (packet erasures) due to intadereocclusion, multi-path, etc.; as a result,
different receivers may, and often do, receive differertissis of the transmitted data packets. Second,
energy constraints often require receivers to be off duviagous (often differing) time periods during a
given broadcast, again leading to the reception of diffeseibsets of broadcast packets at each receiver.
The same energy constraints also typically limit compataind memory on receiver units, thus providing
a natural limit on the complexity of error coding for the commnication channel. Finally, receivers are
usually heterogeneous, with the least capable devicetitigiar at least heavily influencing, the broadcast
protocols.

Erasure codes, which have tregelessproperty of being applicable to any channel loss probabijive
application architects many options in choosing apprépr@des to address the problems listed above.
For example, 3GPP [1] broadcast uses the Raptor ratelegs[2bdo implement robust video and data
dissemination over cellular wireless channels. Yet, magtiag rateless codes do not harness the back
channel (from the receiver to the broadcaster) for feedbdtle major contribution of this paper is to
show that a small amount of feedback, whereby receiversgiedlly inform the broadcasting sources
about the number of successfully decoded input packetsleeahto major communication, memory, and
energy usage gains through a judicious modification of treoeimg procedure.

The authors are with Boston University department of Eleatand Computer Engineering, except the second authoriswvith Deutsche
Telekom A.G., Laboratories.



In this paper, we propose a new class of rateless codes #rgléeéedback, called Shifted LT (SLT)
codes. These codes operate similarly to LT codes, excepttiles shift the original LT probability
distribution (the so-called “robust soliton distributiyrused to generate the degree of encoded symbols,
based on the feedback provided by receivers. We show thse ttedes keep enjoying the same theoretical
properties as the original LT codes, but also achieve sganficommunication gain as they exploit the
feedback information to better distribute the degree ofoded symbols. Our codes employ the the same
encoding and decoding algorithms as LT codes, and in addawid the redundant encoded symbols
when LT codes are used throughout the transmission.

Next, we develop and analytically justify a number of heticgsto limit communication complexity on
the feedback channel. In particular, we devise approadiaslitmit the number of feedback message to
the order of the square root of the total number of input syisimilar to the Real Time (RT) oblivious
codes [3] reviewed in the sequel.

We compare the performance of SLT codes to LT and RT codeh, though simulation and through
implementation of a real over-the-air programming (OAP)tpcol for sensor networks, based on Del-
uge [4] (to the best of our knowledge, this is the first repitaplementation of RT codes and LT codes
for sensor networks reprogramming). We demonstrate thdt &ldes significantly outperform both of
these codes in terms of communication complexity by redutie number of encoded symbols required
for decoding at each receiver. Moreover, unlike RT coded, &des do not congest the feedback channel
toward the end of the decoding procedure. Our simulatiomsexperiments also provide insight into the
computation, memory, and energy usage of the three typesdsfsc We also compare these coding-based
approaches to standard uncoded Deluge. We use the term®dtg/nand “packets” interchangeably in
this work.

A. Organization

We focus our literature search on recent advances in ratelades in Section Il. Some of these coding
schemes have similar encoding and decoding algorithms &, but the codes themselves are designed
differently. Then, in Section Ill we present a formal prablsetup for describing the subsequent analysis
of our proposed Shifted LT codes. This is followed by a briefroduction to LT and RT codes, two
other rateless codes similar to ours, in Sections 1lI-B diuCIrespectively. In Section IV we introduce
Shifted LT codes and discuss their properties. In Section &/d&velop several heuristics to make our
codes more practical. We experimentally compare the padoce of LT, RT, and Shifted LT codes in
Section VI.The application of these codes to the Delugemestware updating system is discussed in
Section VII. Conclusions and future work are provided in t®ecVIII.

[I. RELATED WORK

Fixed rate LDPC [5] and Turbo codes [6] are used for erasureection to protect against data packet
losses. The well known random linear rateless codes areeefficn communication but are deemed
expensive in computation complexity for many practical laggpions. LT codes [7] and their subsequent
derivative, Raptor codes [2], are usually regarded as thedractical rateless codes with efficient decoding
algorithms to implement the fountain codes introduced i [8

Recently, several new rateless codes have been proposegpdoific applications and data content.
Growth codes [9] have been proposed for data aggregatiarssylsensor networks €., aggregating data
from multiple senders to one receiver). RT [3] codes suppddw memory the receiver but need more
encoded transmissions. The authors in [10] and [11] propatsdess codes for channel erasure-resistant
software updates on sensors. However, the random lineasaagkd in [10] limit the applicability of their
approach to large transmissions. The authors in [11] usenatigealgorithm to converge upon rateless
codes without explicitly describing the mathematical stuwe of the code.

The rateless codes proposed in [12] differentiate inpud thaised on their post-decoding importance in
video playback, protecting key video frames more than ath€his is not the case with our application



of Deluge sensor software updates, where each transmitted i® considered equally important and
moreover, all transmitted bytes should be received in ofdethe transmission to be successful.

In contrast to the schemes listed above, we present a Shiftembde that uses a feedback channel to
improve the overall communication/computational comgerf LT codes. Though there has been work
on coding with feedback as a form of hybrid ARQ, for examplgelb fountain code [13] where feedback
is used to restart LT decoding when a ripple has stopped, auk ¥ocuses on situations where sender
and receiver share some (undetermined) common data. Weatenopir approach to LT codes and RT
codes through extensive experimental data on a simulatbroarsensor motes. We note that SLT codes
are also applicable in situations where a fraction of thedmaitted symbols are already available at the
receivers (for example, an outdated copy) [14].

[1l. PRELIMINARIES
A. Setup

The broadcaster (encoder) hlasnput symbols that need to be transmitted to all the recsivser a
shared wireless broadcast channel (hence, there is noaiedicommunication link from the broadcaster
to each receiver). Each input symbol may be relatively Igeyg. 10s of kilobytes), making it infeasible
to provision a dedicated point-to-point channel for eaatenreer. In our setup we assume the availability
of some additional information - the number of input symbalsady decoded at the receivers - at the
broadcaster. This information may be modeled as a number k£ that is periodically sent from each
receiver to the broadcaster via the feedback channel.

In the description of LT, RT and Shifted LT codes in SectiolsBl IlI-C, and IV respectively we
limit the discussion to one broadcaster and one receiverdercoto focus on the coding schemes. We
briefly discuss multiple-receiver heuristics for applyiagr codes to broadcast scenarios in Section V-C
and show the application of the coding schemes to the Deltggdbast software update application with
multiple receivers in Section VII.

B. LT Codes

We next describe Luby’s LT codes [7] and their encoding andodang methods. In Section [1I-B.3
we provide motivation for our modification of LT codes for aspecific problem.

1) Code construction.LT codes were first proposed in [7], based on a model similath&r Low-
Density Parity-Check matrix cousins [15]. The main conttibns of Luby involved demonstrating the
utility of ratelessness through codes based onrdibeist solitonprobability distribution. Codes generated
through this distribution have low encoding and decodinmplexity (O(k in §) exclusive or operations
for reconstruction probability — &), as well as a low overhead &f+ O(v/kIn?(k)) expected number of
encoded symbols needed to decadmput symbols at the decoding host [7].

The robust soliton distribution is based on two distribntioalso proposed in [7]: th&leal soliton
distribution p(-)

and the distribution
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whereR = ¢ - ln(%)\/ﬁ, ¢ > 0 is a “suitable constant”, and is the maximum probability of decoding
failure.

Adding the ideal soliton distributiop(-) to 7(-) and normalizing, Luby obtained the robust soliton
distribution 44, (-). Note that the robust soliton distribution has a charastierispike ati = £, based on
the contribution ofr(-).

2) Encoding and decodingL.T codes have remarkably simple encoding and decoding ihgas.

In order to create an encoded symbol an encoding host firsiselsoa degre€ based on the robust
soliton distribution, and then, uniformly at random, sétetdistinctinput symbols (which we calimbs)
from among thek input symbols being encoded. The sum of these input symhas @ suitable finite
field (typically Fy) comprises the value of the encoded symbol, which is tramsdito the decoder. The
indices of the input symbols selected must also be madead@ito the decoder, either in the form of
a shared seed for a pseudo-random function, or througho#txpbmmunication. The encoding process
therefore creates a bipartiteecoding graptwith input symbols on the left connected to (possibly mudfjp
encoded symbols on the right.

For its part, the decoding host uses a simple greedy spzatialn of the belief propagation algo-
rithm [16], which is typically faster than Gaussian elimioa in practice. Specifically, the decoder begins
by identifying encoded symbols of degréemeaning that each is an exact copies of one input symbol;
this initial ripple thus yields the value of some input symbols.

The known input symbols represent one known parameter ieradbding symbols that use them. As
such, encoding symbols of degréewhich utilize one of these input symbols, can now be utilize
decode some other input symbols (i.e. givem andx & y, one can deduce), resulting in the second
ripple. In fact, each ripple involves utilizing known inpsymbols to reduce the number of unknown
parameters in all encoding symbols that utilize these sysnfddne robust soliton distribution is designed
to determine input symbols at a rate that maintains a neargtant ripple size, allowing all input symbols
to be retrieved eventually with high probability. The encmdand decoding complexity of LT codes was
shown to beO(klog(k)) in [7].

3) Inefficiency under feedbacK:he design of LT codes presumes no input information on tivediag
host. In our case, the decoder already has decedétput symbols, meaning that any addends of an
encoded symbol from the known input s€tare redundant. For example, if input symbalsandi, have
been decoded, then it is computationally redundant to ceenpo encoded symbal;, = i, @ iy, as it
provides no new information about input symbols.

The number of theseedundantencoded symbols grows with the ratio of input symbols known a
the decoder to input symbols totalg(, 7). More precisely, a given collection af distinct limbs of an
encoded symbol is a subset &f, the input symbols known at the decoder, with probability

n-—1

k—i
0

As such, ifn input symbols are known at the decoder, then an additionadricoded symbol will provide
no new information to the decoder with probability

> o (T3 ). 8
d=1

which quickly approaches$ asn — k. It is thus not surprising that the LT codes become less effici
as the decoder learns more input symbols.

C. RT Oblivious Codes

Real Time oblivious codes [3] codes do not randomize theadegf encoded symbols as LT codes do.
Instead, starting from degrdeencoded symbols, an RT encoder transmits encoded symbiisrefsing



degree based upon feedback about the number of decoded Isymatooeover, the RT oblivious decoder
simplifies the memory requirement by discarding any undedagymbols in real-time, instead of storing
these for later decoding as an LT decoder does. The pricehfersimplified decoder is the increased
number of encoded symbol transmissions, although the eiithd3] develop an optimal algorithm for
choosing the degree distribution that minimizes the praihabf having to discard an encoded symbol. RT
codes require a feedback channel, although the authorstblav®@ (/%) successful feedback transmissions
suffice for their scheme.

The real time characteristic of the RT decoder yields ingmisols at a near constant rate (hence the
‘real time’), although the decoded input symbols are un@deand therefore, may not be immediately
useful. Moreover, the feedback is non-uniform, with mosit @iccurring toward the end of decoding. This
may lead to congestion of the feedback link and a data imphoproblem at the broadcaster if it gets
overwhelmed by feedback messages. As we shall see in Sa&dti@ur Shifted LT codes yield excellent
performance even when feedback is sent at uniformly (in rermalb decoded input symbols) through the
decoding process.

IV. SHIFTED LT CODES
A. Intuition

Intuitively, the robust soliton distribution of LT codestiso sparsei(e., there are too many lower degree
encoded symbols) to accommodate known input symbols ongbedgr end. The known input symbols
serve the function of degrek encoded symbols, disproportionately skewing the degrstilalition for
LT encoding. We thus propose &hift the robust soliton distribution to compensate for the addétl
functionally degreel symbols available at the decoder.

B. Construction

Formally, then input symbols at the decoder end have the effect of degrerecoded symbols, which
can be immediately decoded. As such, thesymbols reduce the degree of each encoding symbols by an
expected(l — —) fraction, possibly making some of the received encoded sysniedundant. Our goal
is to counter this effect by creating encoded symbols in a thay redistributes the encoding degrees to
the original robust soliton distribution after theseinput symbols have been removed.

Definition The Shifted LT distribution is given by

Ven(J) = ,Lb(k;_n)(i) for round(l i 2) =7,

k

wherek represents the number of input symbols in the systemepresents the number of input symbols
already known at the decoder, and rogndounds to the nearest integer.

Lemma IV.1 For anyn < k, v,.n(j),7 = 1...k is a probability distribution.

Proof: The proof hinges on the observation tﬁé& > 1whenn < k. As such,1 ™ and 12 T will

differ by at least 1 for any different integetsandi’, meanlng thad . ven(d) = D, tk-n)(J) = . m
We construct a Shifted LT code exactly as an LT-code, butcbasethe Shifted LT dIStrIbutIOﬁ/ More
precisely, givenn, the number of input symbols already decoded, we pick a @éegmith probability
7:r(d) and then xor a corresponding number of thénput symbols, chosen distinctly and uniformly at
random.
Any encoding node chosen through theg distribution to have degreé, will have degree roughlyf—
in the new distribution, meaning that we can expédf the input symbols used in the encoding to not
be from then known to the decoder. Note that our construction applieandgss of the constantsand
0 chosen for the LT distribution.



C. Analysis

The following lemma, adapted from the results of [7], quiiesi the communication complexity of
Shifted LT codes.

Lemma IV.2 A decoder that knows of k£ input symbols needs

m:(k—n)+0<\/mm2<k_n)) @)

o

encoding symbols under the Shifted LT distribution to deatlk input symbols with probability at least
1—0.

Note that Lemma IV.2 represents a roughly 7 fraction of the encoding symbols needed for standard
LT codes, which is particularly effective asapproacheg. The downside of this shift is that encoding
symbols have relatively higher expected degrees.

Lemma IV.3 The average degree of an encoding node underttistribution is given by) (ﬁ In (k— n))
(for 0 < n < k — e, e being the base of the natural logarithm).

Proof: The proof follows from the definitions, since a node with aagf in the y, distribution will
correspond to a node with degree rouglclﬂ% in the Shifted LT distribution. Thus, the average degree
. k

IS:
k
de = > jmald)
j=1
k—n

— Z round(1 i 2) [ (k—n) (%)

i=1 k

k—n

= 0 (k f n) > ity (i),

i=1

and the result follows from the average degree.dfiven in [7]. [ |

In practice,k > e, and the degree is set tofor n > k — e at the encoding host.

The first step in decoding a Shifted LT code involves remowatig: known input symbols, and their
incident edges, from the decoding graph. Our next lemmabksiti@s the computational complexity of
this removal process, after which the resulting graph ldiddesthe decoding graph of a standard LT code
under the robust soliton distribution.

Lemma IV.4 For a fixedd, the expected number of edgésremoved from the decoding graph upon
knowledge of: input symbols at the decoding host is giveniby= O (n In(k —n))

Proof: The total degree of encoding symbols must equal the totaledegf input symbols in the
decoding graph, meaning, by Lemma IV.3, that:

m(jk = k‘d_,k,

whered’;, is the average degree of an input symbol. As such, the expéat@ degree of. input symbols

is given by m
ko



Rewriting, with the aid of Lemma IV.2 and recalling thais presumed constant:

n(k —n)+ O (Vk—n in*(k —n))
k

o( 5 i)

B In?(k —n)
= O(nln(k —n)).

E

u
We now assemble the various lemmas to determine the corgmahtomplexity of Shifted LT decod-
ing. Specifically, the decoding computational complex#ythe sum of the operations for first removing
the edges corresponding to theinput symbols known at the decoder (Lemma IV.4) and subseque
operations for decoding an LT code comprisedkof n input symbols Q((k — n)log(k — n)) from [7].

Theorem IV.5 For a fixed probability of decoding failuré, the number of operations needed to decode
using a Shifted LT code i9 (k In(k — n)).

V. HEURISTICS FORPRACTICAL IMPLEMENTATION
A. Shifted LT codes with feedback

Shifted LT codes lend themselves to a scheme in which a re@@né ofn is available to the encoder
via feedback. In such a scheme the transmitting node woald with » = 0 for which the probability
distribution of the Shifted LT code is the robust solitontdisition of LT codes, and update the distribution
on the fly as feedback is received.

Ideally, the Shifted LT encoder (broadcaster) would chathgedegree distribution for every new value
of n at the decoding receiver. Unfortunately, this would inelsending a large number of feedback
messagese., every timen changes at the decoder. Fortunately, Shifted LT codes mperfell even when
the encoder has an approximate value of the actual numbeeaafdéd input symbols at the decoder.
In particular, an underestimate ofat the encoder may increase the number of encoded symbaiseeq
to decode, but will not lead to decoding failure in generalr Example, using the original LT code is
equivalent to fixing the value of = 0 at the encoder and never modifying the robust soliton degree
distribution.

1) Non-uniform restriction on feedbacKhe rate of change in the average degree of an encoded symbol
(Lemma [IV.3) with increasing is not uniform during the decoding process of Shifted LT =oda fact,
most input symbols are decoded aftesurpasses a certain value= ak,0 < a < 1. A feedback message
containing the most recent value ofis sent only when the average degree changes by a constace (Si
the previous feedback). This leads to@n-uniform restrictiorheuristic that limits the feedback of Shifted
LT codes toO(,/(k)) transmissions, the same as RT codes.

To investigate this heuristic for limiting the feedback dfiffed LT codes and determine the constant
mentioned above, we start by computing the valuexdbr which the rate of change in the degree with
respect ton is at leastl.

Lemma V.1 For n < k — e, the value ofa for which the derivative of the average degree with respect

. . . lO k,
to n is at leastl is approximatelyl — |/ =%-=.

Proof: First, note that the average degree of a Shifted LT encodetbsly(Lemma IV.3) is a
non-decreasing function fdy < n < k — e. Consider its derivative with respect to (we ignore the



nincreases during decoding

n=0 n=k
O o o 0——0—0—0-0(Joocoooa)
RT Code i
Npr=k- vk |

Shifted LT — uniform restriction on feedback

(5) o o o—oo—o—o—o—maocl)
i Shifted LT — non-uniform restriction on feedback |
’ Ny = K - V(klog k)

The codes have vk feedbacks totally

Fig. 1. Feedback strategies for uniform and non-uniforntri@sns on Shifted LT and RT codes. Each circle qualigiivcorresponds to
a situation in which the current value afis fed back to the encoder.

constant associated with big-Oh notation for this ana)ysis

C;in(k ﬁ nlog(k: — n)) = ﬁ(log(k‘ —n)—1) (3)

Substitutingn = ak, equating the derivative td, and noting thatt > 1 > a > 0, W < 0, and
+ — 0, yields the statement of the Lemma. |
Sincek > e usually, it is not practically important to analyze the cageenk — e <n < k.

The corresponding value of, denoted bynyy = k — v/klog k is somewhat smaller than that for
RT codes in [3], where the authors show that the degree isesehy more than per change im for
nrr = k — Vk, as illustrated in Fig. 1.

Early in the decoding, when < nyy, the average degree of an encoding symbol increases by

1 1
ix/klogk—logk %éx/klog k, 4)

obtained by evaluating the expression in Lemma V.3 at 0 and atn = ny and subtracting the former
from the latter. We limit the feedback to every time the agerdegree changes Rylog k (from its value
at the previous feedback), leading to approxima@b{% feedbacks (obtained by dividing (4) kylogk).

During the later decoding stage ¢ nyy) the heuristic sends at mosftk feedbacks, one each time
the degree changes by (at leagtlog k. Therefore in total, this heuristic send¥v/'k) feedbacks as.
increases fron to &, which is equal to the RT code’s feedback.



2) Uniform restriction on feedbacktn this scheme, the current value ofis communicated back to
the encoder every time increases bw/k, resulting inv%k feedbacks as. increases fronD to k, as
illustrated in Fig. 1. This heuristic has the advantage dfaongesting the feedback channel toward the
end of decoding, unlike RT codes and the non-uniform regiricon feedback.

3) Performance without final Feedback Fig. 1 illustrates the congestion issue toward the end of
decoding in RT and Shifted LT codes using the non-uniforniricsn heuristic. In the worst case, it
may happen that all the feedback packets are dropped duentgesiion toward the end of decoding.
We now show that Shifted LT codes will outperform RT codes wine feedback is transmitted to the
encoder aften = k —v/k. In [3] it is shown that RT codes requirgk logk encoded symbols to recover
the final\/k + 1 input symbols without feedback. Shifted LT codes outpenf&®T codes in this regard as
they require less packets to recover the figdl + 1 input symbols without feedback. As a consequence
of Lemma IV.2 Shifted LT codes requiregk + 1 + (k + 1)7log® (vk + 1) encoded symbols to recover
the final /£ + 1 input symbols without any further feedback.

As k grows toward infinity, a ratio test comparing the relativewgth rates of the two functions shows
that the functionv/klogk grows strictly faster than/k + 1 + (k + 1)ilog? (v/k + 1). Therefore, Shifted
LT codes requires fewer encoded packets and is able to retosefinal vk + 1 input symbols more
quickly if all feedback is lost toward the end of the decodprgcess due to congestion in the feedback
channel.

B. Systematic code heuristic

A simple heuristic mentioned in [3] is to use systematic sers of the codes; first transmit all the
input symbols and then use the coding scheme to recover tegethisymbols. This reduces the amount
of transmission required by both SLT and RT codes to obtagnfite. Additionally, at low levels of loss
this mitigates the need for restricting feedback.

C. Heuristic for multiple receivers

LT, Shifted LT, and RT codes can be applied to broadcast siwsnaith one broadcaster and multiple
receivers. LT codes are advantageous because they requibaak channel, and the operation of the
receivers can be completely asynchronous. That is, eadivezan start receiving and decode encoded
packets at any time because no receiver feedback is util2edhe other hand, RT and Shifted LT codes
modify the degree distribution based on feedback from tleeivers (in fact, they would be completely
ineffective for a newly joining receiver if the minimum degr of encoded packets is 2). On the
other hand, Shifted LT codes generally require much lessnoonication than LT and RT codes and
result in significant communication and corresponding posavings across the receivers, as we show in
Sections VI and VII.

The Shifted LT construction presented in Section IV-B u$esvalue ofn obtained via feedback. Using
an underestimate of to design the code will result in more redundant encoded sysriut will not stall
the decoder. Therefore in case the number of decoded inpubbag . is not equal across the receivers,
the broadcaster can use the least value: @cross the receivers while creating the Shifted LT encoded
symbol. In the worst case; = 0, resulting in the encoder creating LT encoded symbols aerd the
broadcast channel’s usage is equivalent to using LT codewekkr, for alln > 0, Shifted LT codes
require lesser communication to deliver thenput symbols to the receivers as compared the LT codes.

VI. SIMULATIONS

In our analysis we have defined Shifted LT codes and outlinen properties as well as provided heuristics
for practical implementations. We utilize the engineeretistantsc = 0.9 and§ = 0.1, following the
related literature [9]. In this section we show the progeriof the Shifted LT codes and their variants, and
compare them to LT codes and RT codes via simulation. Late3ection VII, we outline the performance
of these codes for the Deluge software updating applicatioisensor motes.
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Fig. 2. Memory usage at the decoder as a function of the numbansmitted symbols.

A. Comparison of Shifted LT, LT, and RT codes

The first simulations compare Shifted LT (SLT), LT, and RT esdvhen there is a feedback channel
between the encoder and decoder. In each round of the siorulah encoded packet is generated and
transmitted, and decoding is attempted on the receivedepdek well as any stored in memory) at the
decoder. If an input symbol is recovered then feedback i$ aerdictated by each code. For these first
simulations Shifted LT codes do not limit their feedback.

For this simulation three metrics were examined: forwardrstel communication complexity, feedback
channel communication complexity, and memory usage. Asitimeber of input symbols increases Shifted
LT codes requires fewer encoded transmissions than botmtTRE codes. Fok=500, on average Shifted
LT codes requires 59% less redundancy than RT codes and 28%el@undancy than LT codes (on average,
over 100 trials). On the other hand, the feedback channehuamtation complexity for Shifted LT codes
is greater than either RT codes or LT codes. While RT codesni¢eld by the changes in its degree and
LT codes transmits no feedback, the Shifted LT code trarssfegdback every time it recovers one or
more input symbols. However, as we will show in Section VI-Bsnof this feedback is unnecessary. The
final metric, memory usage, is shown in Fig. 2 which examinesnory usage as the number of encoded
transmissions increases for each code. Both LT codes arite@hil codes store encoded symbols that
are not decoded and require more memory than RT which rexgjaireonstant amount of memory since
it does not store any packets in memory.

B. Heuristics

To limit the amount of feedback we described non-uniform andorm restrictions in Sections V-A.1
and V-A.2 respectively. Each of these restricts the amofif¢edback toO(v/'k), the level of RT codes.
Our simulations examine the forward channel and feedbaakmél communication complexity for varying
k under these restrictions and compare them to RT and LT codes.

The number of encoded packets required to obtairk afiput symbols is shown in Fig. 3. Whehnis
small each restriction policy performs similarly, howevas the number of input symbols grows the non-
uniform restriction performs best. At 1000 input symbols auwerage it requires 1314.8 encoded packets
compared to 1412.3 for uniform restriction.
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In Fig. 4 we show the number of feedbacks for the various B&asi and codes. It is interesting to
note that both the uniform and non-uniform restriction onftéd LT codes do not increase continuously
with k. This is due to the sudden completion of the decoding towedend of the decoding process and
rounding issues of integer degrees.

The main issue with the feedback channel could be its leam ohtdata transfer as compared to
the forward channel. Simulations to investigate this sdengestrict the relative rate of the feedback
compared to the forward channel; for example, by limiting teedback channel rate to one tenth of the
forward channel rate. Fig. 5 shows that under these comditibe Shifted LT code without any restriction
on feedback performs poorly. This is due to the large amouirfeedback of delayed and inaccurate
information (aboutr) reaching the encoder. Both our heuristics (uniform and-moifiorm restriction)
perform well under limited feedback conditions.

Another heuristic discussed in Section V-B is a systemadision of each code. The entire input file is
transmitted first without encoding and then encoded packetdransmitted to recover any lost packets.
The simulations to investigate this heuristic consist d t@ndomized trials for 100 input symbols for RT
and SLT codes and examine the communication complexity patket loss on the forward and feedback
channel. The effect of packet loss on the feedback chanrsflaan in Fig. 6 which compares RT codes
and Shifted LT codes when the forward channel loss is fixed @gréent (chosen because of the similar
performance with no feedback loss of each code). As the feddboss increases the RT code has a
significant increase in the number of encoded packets redjuivhile SLT codes are more tolerant to the
loss of feedback packets.



12

T T T T T T T

—©6—RT codes
1 —A— Shifted LT uniform restriction D
—¥— Shifted LT nonuniform restriction

Feedback transmitted

O Il Il Il Il Il Il Il Il
700 200 300 400 500 600 700 800 900 1000
Number of input symbols

Fig. 4. The number of feedback messages sent for the diffexfes for increasing number of input symbaélsThe “Shifted LT - no
restriction” transmits too many(J(k)) feedbacks and has been left out of this figure.

C. Multiple receivers

As mentioned in the Introduction, the benefits of Shifted bles should be evident in multiple receiver
environments as well. Fig. 7 shows this benefit concretelyafe0-node broadcast network, wherein Shifted
LT codes require roughly 10% fewer transmissions than LTesodVe note that the amount shifted in
these cases is conservatively based onnir@mumnumber of input symbols decoded by any node in
the network, which can even be a third of theeragenumber of input symbols decoded on each node
depending on how the (random) encoded packet loss affectsremde’s decoding process.

VII. SHIFTED RATELESSDELUGE

Over-the-Air programming (OAP) represents a key enablexhhology for wireless sensor networks,
allowing the dissemination of program images over a wirelelBannel to numerous, typically energy-
limited motes. Several OAP protocols have been proposetdriterature, but thele factostandard is
the Deluge protocol. The work in [10] extended the Delugequrol to make use of random linear coding
for robust software delivery. We further extend both theseks to consider the use of Shifted LT, LT, and
RT codes. To the best of our knowledge, this is the first imgletation of the Deluge protocol using these
three rateless codes. This extension of Deluge requiredrglete redesign of the data communication
and request aspects of the Deluge protocol, but maintamdigher level APl so that our version of
rateless Deluge can be swapped with the traditional Delugfeout changing existing tools.

For clarity, we describe experiments based on a fully-femtimplementation of the Deluge protocol
utilizing LT, Shifted LT, and RT codes for broadcast comnmation. Our experiments were conducted
primarily on TelosB motes, containing an 8MHz micro corgolwith 10K RAM, and transmitting in the
2.4GHz spectrum at 250 kbps. The motes operated under ty@©Simperating system, and applications
were written in nesC, a C-variant commonly used with Tiny®8r fine-grained energy measurements,
we further utilized the TOSSIM TinyOS simulator [17] and @stension PowerTOSSIM.

A. Computation

Our first experiment consisted of two TelosB motes, in whiok eote serves a single page (consisting
of multiple packets) to the other mote. The objective of thigeriment was to track computational
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Fig. 5. The number of encoded symbols needed to decode 100 sgmbols, as a function of the feedback channel rate.

load on the motes for the various rateless encoding systemsSLT, and RT. Fig. 8 shows that the
sample SLT computation load spikes more often than the Rd, lowstly due to the need to recompute
shifted distributions. These shifts can be instead preprded at the expense of increased memory usage.
The overall computation time of RT and LT codes is compardBI83 seconds versus 10.82 seconds
respectively), but the Shifted LT codes require signifigantore computation time (23.22) overall when
the distributions were recomputed.

B. Communication and Energy

Our second experiment consisted of eleven motes, one ohvili@adcast five pages in memory (totally
11.5K) to the ten other motes. All feedback channels fromt#memotes to the broadcaster were set to
have a 5% packet loss rate, and the forward channel losswestiess varied from 0% to 9%.

Our results in Fig. 9, averaged over fifty trials, show thaiftéd LT codes transmit fewer packets
than LT codes for complete dissemination of the five paged,that both LT variants are significantly
more efficient than RT codes, especially as packet loss mnatesase. Equally importantly, Fig. 10 shows
the energy measurements of the various codes measuredR@sivgg TOSSIM simulator software (which,
unfortunately, cannot simultaneously measure computdtime). These experiments demonstrate that
Shifted LT codes provide a roughly 15% improvement in enesgyings compared to RT codes, which
can be quite significant for battery-powered sensors. kecefthe significantly lower communication costs
of SLT codes outweigh their additional computational burdeith respect to LT and RT codes. All the
codes outperform standard Deluge (no coding) for even nabelgracket loss rates in the forward channel.

VIII. CONCLUSIONS

In the typical case when a feedback channel is present,e8hiff codes provide an easily implemented
improvement over existing rateless codes, most notablyytlransform (LT) and Real-Time oblivious
(RT) codes. The corresponding improvements in commumoatomplexity, energy usage, and, in certain
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cases, memory requirements are even starker within a basadmvironment where these savings are
multiplied by the number of receivers.

The reason for the improvements is intuitively linked torgesing efforts needed by existing decoders
to target undecoded symbols. Our shifted codes demondinatea modest amount of feedback can
significantly reduce this problem, and result in valuableirsgs, which we demonstrate analytically, in
simulations, and through a re-implementation of the papD&uge software updating protocol for wireless
sensor networks.

We expect that our improvements would carry over to derreatiof the rateless codes, such as the well-
known raptor codes. Our basic approach of modifying the ekeglistribution via “Shifting” is applicable
to codes other than LT codes. Applying our methods to othdesaemains an important future goal. In
our Shifted LT code the feedback channel only serves to camuoate the state of the decoding process
to the encoder; other side information, such as channelactenzation information, may eliminate the
need for the feedback channel.

ACKNOWLEDGMENT

The authors thank Philip J. Schroeder for simulating sonygeements presented in this paper, Moshe
Laifenfeld for useful discussions, and the anonymous eefefor drawing our attention to the work in [13].

This work was completed while Andrew Hagedorn was an intéfdeutsche Telekom Laboratories. This

research was supported in part by a grant from Deutsche delekaboratories, and by US National

Science Foundation grants CNS-0132802, CNS-0435312, a&td(729158.

REFERENCES

[1] “Third generation partnership project”, http://wwvggp.org/.

[2] Amin Shokrollahi, “Raptor codes”]EEE Transactions on Information Theormyol. 52, no. 6, pp. 2551-2567, 2006.

[3] Amos Beimel, Shlomi Dolev, and Noam Singer, “Rt oblivo@rasure correcting”,|IEEE/ACM Trans. Netw.vol. 15, no. 6, pp.
1321-1332, 2007.

[4] J.W. Hui and D. Culler, “The dynamic behavior of a dataseisination protocol for network programming at scale.”,SienSys’'04
Baltimore, Maryland, USA, Nov. 2004.

[5] R.G. Gallager,Low-density parity-check codeMIT Press, Cambridge, MA, 1963.

[6] A. Glavieux C. Berrou and P. Thitimajshima, “Near shanromit error-correcting coding and decoding: turbo codeFtoc. IEEE
Int. Conf. on Communicationgp. 1064-1070, 1993.

[7]1 Michael Luby, “Lt codes”, inThe 43rd Annual IEEE Symposium on Foundations of Compuien&e 2002, pp. 271-282.



15

Average number of encoding symbols required (Y-axis)
140 T T T T T T T

130

LT codes

| —&— Shifted LT codes
110 | | | | | | |

1 2 3 4 5 6 7 8 9

Packet loss percentage on forward channel
Total number of packets sent (Y-axis)
250 T T T T T T T
LT codes
—H&— Shifted LT codes

200 .
150 WJ

i
100 | | | | | | |

1 2 3 4 5 6 7 8 9

Packet loss percentage on forward channel

Fig. 7. The number of encoded symbols needed to decode 100 symbols at 50 receiving nodes, for various forwarded padbss
probabilities.

(8]
9]

[10]
[11]
[12]
[13]

[14]

[15]
[16]

[17]

J. Byers, M. Luby, M. Mitzenmacher, and A. Rege, “A digifauntain approach to reliable distribution of bulk dat@roceedings of
ACM SIGCOMM '98 pp. 56-67, September 1998.

Abhinav Kamra, Vishal Misra, Jon Feldman, and Dan Rubsins “Growth codes: maximizing sensor network data p&ssise”,
in SIGCOMM '06: Proceedings of the 2006 conference on Apptinat technologies, architectures, and protocols for corap
communicationsNew York, NY, USA, 2006, pp. 255-266, ACM.

A. Hagedorn, D. Starobinski, and A. Trachtenberg, ‘@ess deluge: Over-the-air programming of wireless senstworks using
random linear codes”, ifPSN '08: Proceedings of the 7th International Conferencelmformation Processing in Sensor Netwarks
2008.

M. Rossi, G. Zanca, L. Stabellini, R. Crepaldi, A. F. Her and M. Zorzi, “Synapse: A network reprogramming pratofor
wireless sensor networks using fountain codes”, SBCON '08: Proceedings of the IEEE Conference on Sensorh Med Ad
Hoc Communications and Network&008.

Unequal Growth Codes: Intermediate Performance and Unk&u@r Protection for Video Streaming

S. Kokalj-Filipovic, P. Spasojevic, E. Soljanin, and Rates, “Arq with doped fountain decoding”, IIBSSTA 08’: International
Symposium on Spread Spectrum Techniques and Applica#i608.

S. Agarwal, A. Hagedorn, and A. Trachtenberg, “Ratelesdes under partial information”, iiTA '08: Information Theory and
Applications Workshap2008.

R.G. Gallager,Low Density Parity Check Code®hD thesis, Massachusetts Institute of Technology, 1963.

F.R. Kschischang, B.J. Frey, and H.A. Loeliger, “Faagoaphs and the sum-product algorithmEEE Transactions on Information
Theory vol. 47, no. 2, February 2001.

Phil Levis, “Tossim: Accurate and scalable simulatiminentire tinyos applications”, ifn Proceedings of the First ACM Conference
on Embedded Networked Sensor Systems (SenSys 2003)



16

4500

11 RT codes
== T codes

400011 Shifted LT codes nonuniform restriction

“N3500H

R R R
|

@ 3000

m

= 25001

on

-= 2000

utat

31500

m

Q1000

e S e i e -

e mEmEm
-

LR RN R RN RN

500~

"%

0 20 40 60 80 100 120 ) 140 160
Number of Encoded Symbols Transmitted

Fig. 8. The amount of time required to decode a randomly aneseoded packet, as a function of the number of encoded dgralveady
transmitted.

T T T T T T T T N
—v— No coding
3000} —©— RT codes -
—4— LT codes
—H&— SLT codes

2500

2000

1500

[EEN
o
o
=N

Total packets transmitted in both directions

0 1 2 3 4 5 6 7 8 9
Packet loss in forward channel

Fig. 9. The total number of packets transmitted on forward f@edback channels in order to disseminate a five page prograen motes
using variants of the Deluge over-the-air programming qecot.



17

8000 —v— No Coding
—6&— RT codes
LT codes
7000} —&— SLT codes
~ 6000
e
£
& 5000
(]
c
(]
©
s 4000
|_
3000
2000
1000 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9

Packet loss in forward channel

Fig. 10. Total energy used by all the motes for communicatiod decoding during the dissemination of a five page prograimgua
variant of the Deluge over-the-air programming protocol.



