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Abstract—This paper presents an efficient protocol for reliably We model disruptive signals in the form of an adaptive
exchanging information in a single-hop, multi-channel radio adversary. We assume that it knows the protocol in advance,
network subject to unpredictable interference. We model the and hence it knows. in each round. which channels are used

interference by an adversary that can simultaneously disrupt up . .
to ¢ of the C available channels. We assume no shared secretOf COmmunication. We assume that the adversary can disrupt

keys or third-party infrastructure. The running time of our ~ UP tot among theC' channels at any given time. Note that
protocol depends on the gap betweer? and ¢: when the number this adversary is simply a useful modeling convention: islo

of channels C = Q(¢*), the running time is linear; when only not necessarily describe an actual malicious entity. Ivioles

¢ = t+1 channels are available, the running time is exponential. 5 howerful abstraction for modeling a diversity of diffeten
We prove that exponential-time is unavoidable in the latter case. . .
unpredictable sources of interference.

At the core of our protocol lies a combinatorial function, . .
possibly of independent interest, described for the first time  OUr assumption that the adversary knows which channels

in this paper: the multi-selector. A multi-selector generates a are used can be read at least three different ways. First,
sequence of channel assignments for each device such that gverthis assumption captures the worst-case disruption that an
sufficiently large subset of devices is partitioned onto distinct adversary can achieve, even if it knows the protocol in
channels by at least one of these assignments. advance. A protocol that tolerates such an adversary wilkkwo
under any disruption patterns—whether they are adversarial
or random, whether they are caused by a jamming device or

We study the problem of reliable information exchangby fading/multipath phenomena. A second interpretation of
in a multi-channel single-hop radio network subject to urthis assumption is that the source of disruption is a device
predictable interference. Each device begins the exacutihat was formerlyhonest but is suffering from faults. Such
with a value that it wants to distribute to everyone else; ttee faulty device is aware of any secrets shared by the non-
goal is for as many devices as possible to learn as muiehlty devices; any frequency hopping based on these secret
information as possibleThis problem is at the core of manyprovides no security. Third, it may be possible that a malisi
distributed applications, including: data aggregatiorsémsor device can scan th€' channels quickly to see which are in
networks, distributed data storage, fault-tolerant ageyd, use, before choosing which channel to disrupt. (Jamming a
group membership, and mobile location services. channel, by contrast, requires focusing on a single channel

As practitioners readily admit, reliably exchanging imfa- due to the frequent use of error-correcting codes; thus Eelev
tion is challenging in the context of unreliable radio netkg seems onlikely to be able to rapidly jump between channels
This holds especially true for devices operating on thedasr jamming them all3
ingly crowded unlicensed bands of the radio spectrum. I thi Against such an adversary, reliable communication regquire
setting, devices must tolerate unpredictable and perhams ethe simultaneous use of more channels than can be disrupted.
adversarialinterference from sources as diverse as: the eldmagine that we identify a sequence of channel assignments
tromagnetic radiation of nearby microwaves; nearby devicthat guarantees the following: for every subset-6fl devices,
running unrelated protocols; any combination of fadingljtimu there exists an assignment that assignstthel devices to
path, or shadowing effects that can render communicatidistinct channels. In this case, we know that at ntadévices
unreliable; and actual malcontents armed with signal jaramecan be disrupted, as all groups of stze 1 have one round in
Shared secrets can be used to mitigate these problemswidch they use + 1 different channels, only of which can
pseudo-random frequency hopping, as in Bluetooth [1], bbe simultaneously disrupted. The paper shows how to solve
the establishment of such secrets can be problematic in mahig simultaneous selectioproblem usingmulti-selectorsand
settings. We seek solutions that do not assume such secrecy, _ . .

y contrast, if we assume the adversary cannot discover wtielmnel

I. INTRODUCTION

is in use until after the transmission is complete, then thera relatively
*This work was supported in part by the Engineering and PhySiciences simple randomized protocol with polynomial time complexity: thevices
Research Council [grant number EP/G023018/1]. take round-robin turns broadcasting their data on a randehdgen channel,
1EIsewhere, the problem of information exchange is occaljoreferred ~ while the remaining devices listen on a randomly chosen chatin€ =
to asgossip The termgossipalso refers to a specific randomized epidemi¢ + 1 then withinO(C? log n) time, with high probability, every device has
approach. Hence, to avoid confusion, we use the feformation exchange received the data. See [2] for more on such a weak adversary.



generalized multi-selectgrégwo new combinatorial construc- listening onz receives that message. Otherwise, the listening

tions that generalizeselectors classical tools for fault-free nodes receive nothing. We do not assume collision detection

radio communication, (see [3], [4]). We show that there texis The network is subject to interference that can prevent

efficient multi-selectors and generalized multi-selestand communication. We assume that an adaptive adversary can

that, for certain important cases, these combinatoria¢aibj disrupt up tot channels in each round. When the adversary

are polynomial in length. Moreover, in these cases, we ptesehooses to disrupt some channet {1,...,C}, none of the

a method for constructing polynomial length multi-selesto nodes listening on channel receive a message. We assume

using hash functions. These new tools are at the core of abat ¢ is polynomially smaller tham: for somee < 1/6,

information exchange protocol. t = o(n®). In real networks, the number of nodes tends to be
In addition to avoiding adversarial disruption, we also makmuch larger than the number of channels; since C, it is

use of multi-selectors tadaptivelyprevent contention, that is, not unrealistic to assume thatis significantly larger than.

to determine a broadcast schedule dynamically as the execu-

tion proceeds. If the schedule induces too much contentid), Basic Problem

then the information dissemination_ is delayed by collision We study the fundamental problem of information ex-

and lost messages. (As was shown |,n [51, we nfaed to aglapt Elﬂ%nge: the nodes are initialized with valugs, ..., v,}.

proadcast schedule_ to the gdversarys behawor, othethese Each node attempts to learn as many values as possible. For

is no sub-exponential solution.) If the devices share alayc

nized view of the world. then it for them 1 ) nt > 1, it is impossible forall the nodes to learall the values.
ed view of the world, then I 1S easy Tor Iném 10 agree ong, o4 why, consider the case where the adversary disrupts
schedule that avoids contention; unfortunately, the aghrgr

) L ._communication by some sdt’ of ¢ different nodes. In this
can prevent the devices from maintaining such a synchrdngase no node i’ learns any value other than its own, and

view, which can result in accidental contention. An impotta no node not inP’ learns the value of a node iA'. Thus, the

use of multi-selectors is in ensuring that the views do nQt. . o oo hope to achieve(is — t)-to-(n — ¢) information
divergetoo much which ensures that the dynamically ChoseBxchange: eventually, all butnodes learn all but values. We

schedules result in relatively lite contention. . call this variant:almost-complete information exchange
The performance of our protocol depends on the relationship

of t, the number of channels that can be S|multaneousé/_ Related Work
disrupted, and’, the total number of available channels. When
the adversary can block no more than (approximatefg) of Selectors were first introduced by Komlos and Green-
the channels, the protocol has a lin€afn) time. When the berg [3], and have been widely studied, particularly in the
adversary can block = C' — 1 channels, leaving only one context of group property testing and radio networks (¢4g.,
channel free for communication, the protocol is exponéntiE/1-[9]). Given a setS C P, a setS’ is said to select an
in ¢. We derive from a lower bound amulti-selectorsa proof €lementi € P if SN .S = {i}. A k-selector is a sequence of
that whent = C — 1, every information exchange protocolSetssSi, ..., S, where for each set of sizek, at leastl of
requires exponential time. In the intermediate cases whéh€ elements irt' is selected by some s&t. A multi-selector
VC <t < C -1, we show how the running times increasegeneralizes a selector in thatsimultaneouslyelects a set of
as the number of disrupted channels increases. (Figureelgments. We come back to this notion later in the paper.
summarizes the performance in more details.) Much research has been devoted to information exchange
In the remainder of this section, we present the badit the context of single-channel, fault-free radio netveork
communication model (Section I-A), we describe the problefg.g., [3], [10]-{18]), particularly with respect to chagin
of information exchange (Section I-B), and we discuss sorg@ntention. There has been some researclterash failures
related work (Section I-C). In Section Il, we introduce thé radio networks (e.g., [19]-[21]), and also @yzantine-
idea of multiselectors. In Section Ill, we present our basl€silient broadcast [22], [23]. However, in these latter papers,
algorithm for exchanging information whefi = Q(¢2). In communication is reliable and not subject to adversarisl di
Section 1V, we show how to modify the protocol for the casgJption. There have been two main approaches for coping with
where not as many channels are available, and we showligruption. The first assumes that messages may be corrupted
lower bound whent = C — 1. Finally, we conclude with some at random (e.g., [24]); the second bounds the number of
open questions in Section V. For proofs omitted due to spageessages that the adversary can transmit or disrupt, due, fo

see the full version of the paper [6]. example, to a limited energy budget (e.g., [25], [26]).
) Some systems use pseudo-random frequency hopping based
A. Basic Model on shared “secrets” to avoid disruption (e.g., Bluetoof}). [1
In this paper, we consider a setiofleterministic node® = It is often unreasonable, however, to assume the existeince o

{p1,.-.,pn}- Nodes communicate via a synchronous singlehared secrets for all possible sets of wireless devicésthan
hop radio network with multiple-access channels (MACgventually want to communicate.

In each round, each node chooses a single chamane The present paper, along with [2], [5], are the first, to the
{1,...,C} and eithertransmitsor listenson channelz. If best of our knowledge, to consider multi-channel networks
exactly one node transmits on channgl then every node subject to malicious disruption in which nodes do not pasaes



priori shared secrets. Dolev et al. [5] considdtivious(non- version of the paper [6]. Letn = k22K /e 1 4+, the desired
adaptive) protocols. They prove, for the special case-ofl, a bound.
tight bound of©(n?/C?) for information exchange. Extended For eachM,, for eachi € P, chooseM,(i) at random
for generalt, they achieve a running time @b((en/t)!*!). from [1,c]. We show that with some probability 0, M is
The adaptive strategies in this paper outperform the optiman (n, ¢, k)-multi-selector. Fix an arbitrary sef C P where
oblivious solutions in [5]. |S| = k. Consider a particulak/,. We calculate the probability
Dolev et al. [2] consider randomized algorithms in théhat each element of is assigned a unique element(in c|.
context of a weak adversary that cannot determine on whi€lince there aré,j)k! good mappings fronk elements td1, ],
channel a node is broadcasting until the broadcast is caenpl@ndc® total mappings of elements td1, c] sets, we conclude
In this paper, we consider deterministic protocols, and s« dhat:

sume that the adversary can always determine which channels (;)kl ol
i Pr{S is uniquely mappep = = . .
are in use. r{ quely mappef o I
[1. SIMULTANEOUS SELECTION Sincek < ¢/2 we get the following estimate which we denote

We now introducemulti-selectorsa combinatorial tool that 354
captures the idea of simultaneous selection, generalithiag . ] c—E\"* ke
classical notion ofselectors(see [3], [4]). We then provide Pr{S is uniquely mappep> (C) >4 =q.

upper and lower bounds on the size of a multi-selector. . . .
PP The probability thatS is not well-mapped for allM, is at

A. Definitions most(1—¢)™. Sincem = ¢ ! -kIn S+, the probability thatS
. . en k

We first define a multi-selector that selects exactly one d&thot well-mapped for all\/, is at moste=*!" % < (£)7,

of size k simultaneously: Since there are only}) < (%)]g possible subsets' of size

k, we argue (by a union bound) that the probability of some
S being incorrectly mapped by all/; is at most(}) - (%)k
which is smaller thar, implying the conclusion. [ ]
If ¢ is sufficiently larger thark, there are efficientn, c, k)-

multi-selectors:

Definition 1. An (n,c,R-multi-selector, where, > ¢ > k > 1,
is a sequence of function®, M, ..., M,, from P — [1,(]
such that:

For every subsefS C P where |S| = k, there exists
some/? € [1,m] such thatM, maps each element ifi
to a unique value i1, c|. Corollary 2. For everyn > ¢ > k2, there exists arin, c, k)-

. . . multi-selector of siz&)(klog(n/k)).
We say that such a multi-selector has size A generalized ) )
multi-selector selects many sets of sizesimultaneously; it The same argument extends to bound the size of generalized

generalizes both selectors and multi-selectors: multi-selectors:

Definition 2. A generalized f,c,k,)-multi-selector, where Th€orem 3. For everyn > r > ¢ > k such that

n>c¢>k>1andn > r is a sequence of functions” > 2r, there exists(n,c, k,r)-multi-selectors of size
jal jal sl jal ’ c r k e .

My, M, ..., M,, from P — [0, ] such that: o} (r% log (en/T)) or O (7“ ((Cf,i%k log (en/T))-

For every subse$ C P where\$| =, for every subset The proof can be found in the full version of the paper [6].
S’ C S where|S’| = k, there exists somée {1,...,m}

such that (1)M, maps each element i’ to a unique C- Constructing Multi-Selectors

value in{1,...,c}, and (2) M, maps each element in There exists a connection between good hash functions and
S\ S to 0. multi-selectors wherk? < c. (In general, however, for other
values ofk and ¢, it is not immediately clear how multi-

B. Upper Bound selectors relate to hash functions.) We discuss some o thes

We now show that there exigh, ¢, k)-multi-selectors and connections and derive some multi-selector constructions
determine their size. The proof is non-constructive, atigse  First, we show how to use a universal family of hash func-

on the probabilistic method. tions to construct &n, ¢, k)-multi-selector. A (two)-universal
) family of hash functions is a set of functions from univer3e
Theorem 1. For everyn > ¢ > k, there exists ar(n, ¢, k)- o some domair{1,...,c} such that for each pair,y € P,
multi-selector of size: at least a(1 — 1/n) fraction of the hash functions map
=k ke 1, en and y to a unique value. Carter et al. [27] present such a
Vame Tk family of size ©(n?). This family of hash functions is also
c/2<k<c : ke*In< an (n, ¢, k)-multi-selector, for anyk < ./c: consider some

set S of k elements; for each of th&(k?) = O(c) pairs,
there are< n hash functions that collide; thus there are at

Proof: We include here the proof for the case whére mostO(cn) < O(n?) hash functions for which elements §f
c¢/2; the other cases are similar and can be found in the faglbllide. The resulting multi-selector is of size(n?).

k<c/2 @ k2¥/cme



We now derive a more efficient construction. Assume thatof sizec, and sincgn —c¢) > n/2, we conclude (via Stirling’s
is sufficiently large such that there exjst, . . ., pox210g ), @ @pproximation) that the probability thatis correctly mapped
set of ©(k?log n) distinct primes less than Fix a setS C P by M, is at most
of size k. For every pairz,y € S, there are at mosiogn

primesp; such thatr =y mod p;. Thus there is some prime n < "ﬁf _ _4veme < 4v2me _
p; such that none of th®(k?) pairs inS collide. This results (%) o—eavame ( n )nic 2¢
in an (n, ¢, k)-multi-selector of size (k2 logn). e
If k2 = ¢ then there are not a sufficient number offhus, the probability tha$' is correctly mapped bgny of the

primes< c¢; the two techniques can be combined. The secomd functions is at mostn - 4v/2rc2~¢ (by a union bound).
technique reduces the channel rangedg:2log?n) (using If m < = —, then with positive probability the se$
the Prime Number Theorem to demonstrate sufficient prinie not correctly mapped by any of th&f,, resulting in a
numbers) using)(k? log n) mappings; the two-universal hashcontradiction. ]
family of [27] reduces the channel rangedamultiplying each
mapping byO(k*log* n). From this we conclude:

IIl. RELIABLE INFORMATION EXCHANGE

We now present our protocol for solving the problem of
reliable information exchange. In this section, we assumg t
C > t, specifically C = ©(t?). In Section 1V, we show

It is also possible to construct multi-selectors using celehow to adapt this protocol to the case whére=t + 1, and
tors. The resulting construction is not particularly effit, but conclude with a discussion of the remaining cases.
illustrates a connection between selectors and multcgaie The protocol adaptively chooses a set of nodes to transmit
The following theorem can be found in the full version of thén each round based on which nodes have already succeeded
paper [6]: in previous rounds. Adapting to the past proves challengsg
nodes do not share a uniform view: a node does not kaow
priori which transmissions succeeded, unless it was listening
on that channel. Our protocol circumvents this challenge by

Theorem 4. For everyn > ¢ > k%, we can construct a
(n, ¢, k)-multi-selector of siz& (kS log® n).

Theorem 5. For everyn, ¢, k, there exists a construction of a
(n, ¢, k)-multi-selector of siz&)(k* log" n).

D. Lower Bound using a(n,c,t + 1)-multi-selector to ensure thatimost all
In this section, we prove a lower bound on the size of 4R€ nodes have the same view. Nodes use a multi-selector
(n, ¢, k)-multi-selector. to guide their channel selectlo_n when att_emptmg to receive
updates on the system state; since a multi-selector gessnt
Theorem 6. For somem > 0, let M = M, ..., My, be an the simultaneous selection of any subset of size 1, it
(n, ¢, k)-multi-selector where: > 2c andc > k. ThenM has  follows that for any group of sizé + 1 nodes, there exists
size at least: a round during which these nodes are listening on different
—k 2¢ channels. Therefore, at mostotal can be kept ignorant by
€= 4\ 27e the adversary. This bound on ignorance allows efficient and

consistent adaptation.
VAT Preliminaries: For the remainder of this section, we fix
dy/e(n — k) the constant: = (5¢ + 1)2. Of the C available channels, our
protocol will use exactlye. Recall here that is assumed to
n(c—k) -
4 be large compared tg specifically, thatt = o(n¢) for some
4y/¢(n — k) e < 1/6. Itfollows: (@)n > c2(5t+1)+5t; and (b)n > c2t+e.
Proof: We consider the case where = ¢; for the We refer to values as eitheompleteor incompletenitially,
remaining cases, see the full version of the paper [6]. Véach value isncomplete when a value is received by at least
begin by choosing a subsét C P of size ¢ at random. We n —t nodes, it is designated asmplete the node at which it
calculate the probability that' is correctly mapped by someoriginated is said to haveompleted We use the notatio§ k]
M,;. We show that ifm < 1 22;6’ then this probability is to refer to thek*" value in a setS under some fixed ordering.
smaller than one, thus the probability that a random Set When given a sef comprised of sets, we us#j][k] to refer
violates the definition of multi-selecta¥/ is positive. By the to thek*" value of thej!" set also under some fixed ordering.
probabilistic argument, such a sgtexists, which contradicts Information Exchange:The main routine for the infor-
that M is an (n, ¢, k)-multi-selector. mation exchange protocol is in Figure 1. It consists of two
Fix some/ € [1,m], and defineS; = {i : M,(i) = d}, parts, each consisting of a set @ochs In each part, a set
that is, the subset of that M, maps tod. To calculate the of listenersis chosen, and they facilitate the dissemination of
probability that M, correctly maps each element 6fto a incomplete values. The listeners’ own initial values aré no
unique element ofl, ¢], we first approximate the number ofdisseminated, however, as they are busy listening; herate ea
subsets ofP that are correctly mapped hy/,: [];_, [Ss| < part chooses a disjoint set of listenefgi,...,p.2} in the
(n/c)¢ . (The inequality follows from the relationship betweerdirst part, and{p.z_1,...,p2.2} in the second part. Each part
the arithmetic and geometric means.) Since there(’cé)esets disseminates (i.ecompletep all but at most2¢ non-listener

c/2<k<c b e =k /n ne—k)

k<ec/2 R /e=k*n




Figure 1: Information exchange routine for node p;.

1InfoExchange(); > E defines the length of each epoch.
> L« a partition of the se{1,...,c%} into c sets of size. > EachL[K] is a set of listeners.

s fore=1to |E|do > First set of epochs:

a knowledgeable «Epoch(L, knowledgeable, Ele]);

5

s L« a partition of the se{c? + 1,...,2¢?} into ¢ sets of sizer.

7 fore=1to |E| do > Second set of epochs:

©

knowledgeable «Epoch(L, knowledgeable, Ele]);

10 > Lastly, do the special epoch which attempts to transmit thal £ 4¢ values.
u  Special-Epoch(knowledgeable);

values. Thus, after the two parts, at mdstvalues are left the disseminate routine begins, then the value is complete a

incomplete in total. The final call t8pecial-Epoch reduces the end of the disseminate routine.

the number of incomplete values fro to ¢, as required.
The function E(r) bounds the length of epoch and the

number of epochs. We define it recursively. IE&tl) = [n/c].

In Part 1 (lines 3-9), each of thesets ofc listeners attempts
to disseminate its set of values. For each set (lines 5-8h ea

_ T2t-E(r-1) of the ¢ listeners in the set transmits continually on a unique
For gll r> 1 let B(r) = [ c 1 The sequence channel (line 7). An(n, ¢, t + 1)-multi-selectorM is used to
terminates wherfi(r) = 1. Notice that|E| = O(logn) and gchedule the non-listener nodes (line 8). While the lisener

> E=0(n/c). are broadcasting, the non-listeners choose which chaonel t
Epochs: In each call toEpoch, some set of incomplete receive on according td/. This ensures that for any set of
values arecompleted i.e., disseminated to at least — ¢ ;. 1 non-listeners, there is some round in which they are all
nodes. At the end of an epoch, each node is designatedr@seiving simultaneously on different channels. As a testil
knowledgeableor unknowledgeabléased on the outcome ofmost ¢ can be disrupted by the adversary. Since therecare
the epoch: a knowledgeable node knows the results of all piss of listeners, this results in at mestnodes that do not
ceding epochs, including the current set of completed alugeceive a value fronall ¢ sets of listeners.
an unknowledgeable node does not have this information. |, part 2 (lines 11-19), we select a larger set@f + 1)

The epoch pseudocode is in Figure 2. For each epoch, Wjes, which we partition into sets of size(Recall thatn >
are given (1) a set of listenets, (2) a flagknowledgeable, (¢t 4 1)) At least one of theset + 1 partitions consists

indicating the status of node, and (3) a numbernds  gnly of nodes that have received a message from séts of
indicating the length of the aggregation phase. We concludgsieners in Part 1. Thus, all the nodes in the set know all the

Lemma 7. If some epoch begins Withincomp|ete nodes in values known to all the sets of listeners. As befOI‘e, each of

the setP \ L, then at the end of the epoch, there are at mo§i€se sets transmits its information to the remaining naules
2t|s/c| incomplete nodes it \ L. such a way that at mostnodes can fail to learn these values.

A tion: In the first oh f h (i 29 Special Epoch: In order to transmit the remaining
ggregation. in the Tirst phase ot an epoc (lines 2— )\’/alues, we execute a special epoch. The pseudocode for
values are transmitted to the listeners in the Getet S be

.~ Special-Epoch is in Figure 4. The special epoch operates
thg set .Of nodes that haye not yet comp_leteq. TheSses somewhat differently, as there are very few values left to
divided into subsets of size, each of which is scheduled

e transmit. As before, we use listeners to collect the values;
to transmit in one of the subsequeftS|/c] rounds. Only

need to choose a set of listeners that have already completed
knowledgeable nodes can ca_\lculeﬂe thus only rjodes that Recall, up toit values may be incomplete after the two sets of
are both knowledgeable and incomplete trans_mﬂ. pochs. An additiondlnodes might be complete but not aware
Throughout, c listeners are scheduled to listen on eacElf it because they are unknowledgeable. This leaves at nost
channel. In each of these rounds, the adversary can bl(.m?( URbdes that are not complete and knowledgeable. We refer to
t; moreover, up ta of the nodes “scheduled” to transmit in qhese aspecialnodes. We choose a set@f(5t + 1) possible
round may in fact be unknowledgeable and hence not transn)i eners, and divide them intt + 1 sets of size?: at least

Thus_, in each r(_)und, at mogt values are not SUCC‘_essmllyone of these sets contains only nodes that are complete and
received by the listeners. By the end of the aggregat'onqohal?nowledgeable. We use fu, ¢, 5t)-multi-selector to ensure

only 2¢|S]/c] values remain incomplete. that in some round, each of the < 5t special nodes is

_ Dissemination: In the second phase of an epoch, thgsqigneq to a different channel to transmit; at mosan be
listeners disseminate their information. The pseudoca@ie 4|, 1ed Dissemination proceeds as before

Disseminate is in Figure 3. The disseminate routine ensures: Performance: Each epoche spendsE(e) rounds dur-

Lemma 8. If some value is known to a set of listeners whening the aggregation phase, resulting @n/c) rounds of



Figure 2: Epoch routine for node p;.

1Epoch(L, knowledgeable, rnds); > L is an array of sets of listeners.
2 S — @

s if knowledgeable = true then

4 let S be the set of nodes that are notiinand not completed.

5 Partition S into [|S|/c] sets of size. > Denote bygK] the rth such set.

¢ for r =110 rnds do

7 if (knowledgeable = true) and (r < [|S]/c]) then

8 if 3k € {1,...,c} : ¢ = S[r][k] then schedule; to transmit on channek.

9 if 3k € {1,...,c} : i € L[k] then schedulei to receive on channel.

10 knowledgeable «Disseminate(L[1],. .., L[c]);

u  return knowledgeable

Figure 3: Disseminate routine for nodep;.

1Disseminate(L[1],..., L[c]); >> EachL[K] is a set of former listeners.

> let M be a(n,c,t+ 1)-multiselector.
s > Part 1. Ensure that for each listener group, all but some fsehodes receive its value set.
knowledgeable «— true

s
s for k=1tocdo

6 for each roundr =1 to | M|

7 if 35 € {1,...,c} : i = L[k][j] schedulei to transmit on channel;.

8 if ¢ ¢ L[k] then schedulei to receive on channelM,.(7).

9 if ¢ does not receive a message in any of thg roundsthen knowledgeable «— false

u > Part 2: Ensure that all but some settafodes receive all the value sets from all the listener groups
12 L'« an arbitrary subset of1,...,n} of sizec(ct + 1).

1 Partition L’ into ¢t + 1 setsL'[1],..., L'[ct 4+ 1] of sizec

u foreachs=1toct+1 do

15 for eachr =1 to |M| do

16 if 3j € {1,...,c¢} : i = L'[s][j] schedulei to transmit on channelj

7 if i ¢ L'[s] then schedulei to receive on channelM,.(7).

18 if ¢ receives a message in any of the| rounds from a node witlknowledgeable = true then
19 knowledgeable «— true

20  return knowledgeable

Figure 4: Special Epoch routine for nodep;.

1 Special-Epoch(knowledgeable);

> let M be an(n, ¢, 5t)-multiselector.

s special — false

if (knowledgeable = false) or (i has not completgdthen special — true

4
s if knowledgeable = true then

6 L — set of (5t + 1) smallest nodes that have completed in a previous epoch.
7 Partition L into (5t + 1) setsLy,..., Ly, of sizec?.

8 Partition eachl, into ¢ setsLg[1],..., Li[c] of sizec.

o for s=1to5t+1do

10 for r =1to |M| do

u if special = true then schedulei to transmit on channel),.(7)

12 if 3k : i € Ly[k] then schedule; to receive on channek.

13 Disseminate(Ls[1],. .., Ls[c]);




aggregation. Each epoch performs ¢|M| + (¢t + 1)|M| the number of disseminations is boundedrby. Finally, the
rounds of dissemination. By Corollary 2, we conclude thapecial epoch costs a factor@f¢) more than a regular epoch.
[M| = O((t + 1)logn/(t+1)); and thus duringD(logn) We conclude (with some loose approximations) that:
2 2 . . . ._

epochs, there ar®(ct?log” n) roun'ds of dlssemmatlon'. Fi Theorem 10. WhenC' = £ + 1, the information exchange
nally, we observe that the special epoch aggregation has . N

P ) . : protocol terminates in time:
running time(5¢+1)| M| whereM is a multi-selector of size at
mostO(tlogn/(5t)) (again by Corollary 2). Thus the special 19) (n(C +1)% log ﬁ)
epoch has round complexit(t>logn/t), along with O(t) ¢
disseminations. Summing these costs and substitutingrin & Lower Bound
c = O(t?) andt = o(n'/%), we conclude that: In this section, we show that @ = t+1, every information

Theorem 9. Within O(n) rounds, all butt values are com- exchange protocol is exponential fn

plete. More precisely, the information exchange protocad h Theorem 11. Every almost-complete information exchange
round complexityO(n/t? + t° log® n). protocol where C = ¢ 4+ 1 requires at least time

t+1
IV. LIMITING THE NUMBER OF CHANNELS QY VELT).

We consider here the case where there are fewer than Proof: Consider a protocol that solves almost-complete
channels available. We first describe how to adapt the pobtodformation exchange im rounds. We construct en, C, ¢ +
of Section Il to the setting wher€' = ¢ + 1, the minimal 1)-multi-selector of lengthn, and invoke Theorem 6 to con-
number of channels for which information exchange is fe§lude the proof. We construct the multi-selector by simogat
sible. We then present a lower bound showing that the tinffé€ information exchange protocol in each round:
complexity is inherently exponential in Finally, we briefly ~ « Every node that is scheduled to listen is simulated as if
discuss the intermediate cases wherel < C < O(t)2. it receives no messages in that round (as if the adversary
L had disrupted the channel).
A. Protocol Description « Every node that is scheduled to transmit on some channel
In this section, we modify the information exchange routine  is simulated as if it transmits its message.

to use onlyC' = t + 1 channels. The disseminate protocofNotice, the resulting simulation might violate our model
(Section IllI) can be used without modification. We rep|ac%ussumptions by allowing more thachannels to be disrupted.)
however,Epoch andSpecial-Epoch with Limited-Epoch (Fig-  For each round of this simulated execution, we construdt.
ure 6) andLimited-Special-Epoch (Figure 7), respectively. 45 follows: if a node listens on channet, then M, (i) «— k;

The key problem addressed is as follows: since @iyl  otherwise, if nodei does not listen on any channel (either
channels are available, if any of the+ 1 nodes scheduled pacause it transmits or because it does nothing), demaps
in a round are unknowledgeable and therefore choose not;tg, | g default.
transmit, then the adversary can disrupt €ll¢ nodes that e argue thatV/ is a (n, C, ¢ + 1)-multi-selector. Assume
do broadcast. In order to circumvent this problem, we USef@ the sake of contradiction that it is not. Then, for some se
(n,C, C, 2t + 1)-generalized-multi-selector in the aggregatiory of sizet + 1, no M, mapsS to unique channels. We now
phase ofLimited-Epoch. Nodes know at the beginning of aconstruct a new execution. This time the adversary alwasis an
round if they are scheduled or if they are unknowledgeablgmy disrupts the channels occupied by nodesSjrignoring
Such nodes will attempt to transmit according to the scledyhe other nodes in the system. To the nodes this execution
described by the generalized multi-selector. The mulgeter |goks indistinguishable from our original simulated extou
guarantees that one of the rounds will simultaneously Selqﬁq both, they receive nothing in all rounds). Thereforesyth
the¢ + 1 nodes that are actually scheduled to transmit duringhave the same, never occupying more thamhannels. It
this round of the epoch, some of which might be unknowfyiows that the adversary never has to disrupt more than
edgeable. From this we conclude that at lershcomplete channels per round in this second simulation, meaning that i
value is transmitted to the listeners for each round of the feasible in our model. This feasible execution cannotesol
schedule. The functioi is redefined as follows: for > 1, aimost-complete information exchange because none of the
E(r) = [EU214 I this caseLimited-Special-Epoch only 41 1 nodes inS ever receive a message. This contradicts the
has to cope with at most “special” nodes—from each set of assumption that the protocol under consideration solves th
epochs, and as many aadditional unknowledgeable nodes. Aproblem inm rounds.
(n, C, C, 3t)-generalized-multi-selector is used to ensure that\we can therefore conclude that the original assumption
all subsets of sizeé + 1 of these (no more tharfjt special \yas wrong, and conclude that is indeed an(n, C,t + 1)-

nodes get an opportunity to tran.smit_ConCU"enUY- ~ multi-selector. The lower bound then follows from applying
Performance: The total running time of the aggregationthegrem 6 withC' = ¢ + 1. ]

phases is nowO(n|M,|), where |M,| = O((2t + 1)(C + .

1)2+1logn/(2t + 1)) by Theorem 3 and the fact that < C. Generalizing the Number of Channels

t+ 1. Dissemination has running tin{€'¢ +1)| M|, where in ~ We have discussed the case whéfe- ©(¢*) and the case
this case M| = O((t +1)e! Tt logn/(t + 1)) by Theorem 1; whereC = t + 1. We briefly addresses the performance of



Channels Running time Calculation

C > (5t+1)2 O(n) O(n/c+ ct|Mi|logn + ct?| M| + t|Ma|)
C > 10t @) (nZ% 4 20%% 1ogn) O(n/c+ ct|Mi|logn + ct?| M| + t|Ms|)
C > 5t o (n2% + t2et logn) O(n/c+ ct|Mi|logn + ct?| M| + t|Mz|)

C>2+1 0 (mv +H(C + 1)%ec log %) O(n/c+ ct|My|logn + ct|My| + t|Ms))

C>t+1 O(nt(0+1)2t+1log#+t2(C’+1)3tlog%> O(n| M| + net| My | + et?| My + t| Ms))

M, : (n,C,t+ 1)-multi-selector| M, : (n,C,5t)-multi-selector
Ms :  (n,C,C,5t)-multi-selector| My : (n,C,C,2t + 1)-multi-selector
Ms:  (n,C,C,3t)-multi-selector

Fig. 5. For each value of’, there exists an protocol that runs in the specified time. Boerslary table specifies the parameters of the multi-setecibe
running time is calculated by instantiating each multi-selegvith the best bound presented in Section II.

information exchange for intermediate values@f running Interesting open questions include: (1) deriving better-co
times are summarized in Figure 5. Whéh < 2t 4+ 1, the structive bounds for multi-selectors; (2) studying othkyoa
aggregation phase requires generalized multi-selectorim a rithmic uses of multi-selectors; (3) determining the coexjtly
Limited-Epoch. It follows that the running time does not differof information exchange asapproaches:; (4) studying the
significantly fort +1 < C < 2t + 1. For C > 5t + 1, we tradeoff between the number of channels, the resiliencg, an
can use the protocol described in Section Ill, where theimulthe performance in terms of different complexity measures,
selectors are sized appropriately;@grows the running time such as energy usage; (5) studying the capacity of a wireless
decreases, as the greater number of available channetsegedunetwork under the influence of a strong, malicious adversary
the size of the multi-selectors. F@& + 1 < C < 5t + 1,

we use a hybrid protocol in whiclDisseminate stays the REFERENCES
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Figure 6: Epoch routine for node p; where C' =t + 1.

1 Limited-Epoch(L, knowledgeable, rnds);
> let M be a(n,C,C,2t + 1)-generalizeemultiselector.

3 S — @

o if knowledgeable = true then

5 Let S be the set of nodes that are notiinand not completed.

6 Partition S into [|S|/c] sets of sizeC.

7+ for r; =1 to rnds do

8 if (r; <[|S|/C7) then

9 for r =1 to |M| do

10 if i ¢ L and ((¢ is not knowledgeable) or (i € S[r1])) then schedulei to transmit on channelM,., ().
1 if 3k € {1,...,C} :i € L[k] then schedulei to receive on channel.

12 knowledgeable —Disseminate(L[1],..., L[C]);

13 return knowledgeable

Figure 7: Special Epoch routine for nodep; where C' =t + 1.

1 Limited-Special-Epoch(knowledgeable);

> Let M be an(n,C, C, 3t)-multiselector

s special < false

« if (knowledgeable = false) or (i has not completedthen special — true
s if knowledgeable = true then

5 L — set of (3t + 1) smallest nodes that have completed in a previous epoch.
7 Partition L into (3t + 1) setsLy,..., Lyy1 of sizec?.

8 Partition eachl;, into ¢ setsLy[1],..., Lg[c] of sizec.

s fors=1to3t+1do

10 for r =1to |M| do

1 if special = true then schedulei to transmit on channell,.(7)

12 if 3k : i € Lg[k] then schedule; to receive on channek.

13 Disseminate(L[1], . .., Ls[c]);
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