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Abstract—We propose an active probing method, called Dif- Sections IV and V focus on the delay and loss discrimination
ferential Probing or DiffProbe, to detect whether an accesdSP  detection problems. We have implemented and tested our tool
is deploying forwarding mechanisms such as priority scheding, = 4 several ISPs, as described in Section VI. Section Vil-eval

variations of WFQ, or WRED to discriminate against some of . . . .
its customer flows. DiffProbe aims to detect if the ISP is doig uates the detection accuracy with simulation and condolle

one or both of delay discrimination and loss discrimination The €mulation experiments. Section VIII presents related work
basic idea in DiffProbe is to compare the delays and packet éses while Section IX concludes.

experienced by two flows: an Application flow A and a Probing

flow P. The paper describes the statistical methods that DiFfrobe II. BASIC MODEL AND DEFINITIONS

uses, a novel method for distinguishing between Strict Pridty

and WFQ-variant packet scheduling, simulation and emulaton Our basic model is illustrated in Figure 1. A number of users

experiments, and a few real-world tests at major access ISPs  are connected to an ISPthrough access links. The user traffic
goes through a classifiev/, which marks flows as HighH)
L . priority or Low (L) priority. We assume that the classification
There is significant interest recently about the so-callg¢d yone at the granularity of IP flows, even though our method
“Network Neutrality” debate [9]. Users are concerned tha{ agnostic to the exact classification scheme (whether it is
their access ISPs will soon start degrading the network PS&yload-based, port-based, a behavioral method like BLINC
formance that is offered to certain applications, such &-Pe[10], etc).
to-peer file sharing, or “over-the-top” services (such agi®k it the |SP discriminates against low priority traffic, the

Vonage or Joost) that may be competing with similar serviceg,ssified traffic then goes throughdiscriminatory ISP for-

offered by the ISP. There is already evidence that some ISf§rging modulethat applies different packet scheduling and
are discriminating against BitTorrent traffic by rate limg or

) buffer management policies to the two classes of traffic.
blocking such flows [8]. _ _ Most routers today implement at least two discriminatory
In this paper, we propose an active probing method, referrgcheqyers: Strict Priority (SP), and variants of Weigheit
to as Differential Probing or DiffProbe, that can be usedqeyeing (referred to as WFQ in the rest of this paper). SP
to detect delay and/or loss discrimination of given traffigoyices a packet from the queue only if theH queue is
flows. Such discrimination can be easily performed by 'Spe?npty when the link becomes available. A WFQ scheduler
today, given that most routers allow real-time classifaaibf guarantees a minimum bandwidth share to each tl&sn
traffic and provide packet scheduling and buffer manageme,gh many other scheduling algorithms have been proposed

mechanisms that can be used for service discriminatior‘n(sqf:| the literature, SP and WFQ variants are the main schesiuler
as Strict Priority (SP) scheduling, Weighted Fair Queueing,t are available in routers today.

(WFQ), Qr_Weighted RED packet dropping). We.also S,hOW In terms of buffer management and loss discrimination
how to distinguish between SP and WFQ scheduling Var'anﬁechanisms, most routers today support Weighted RED

The (_jetection problem that we focus on can also be Vive\ﬂ/RED) [2], allowing incomingl. packets to be dropped with
as an instance of a new Cl_ass_ m?twork_ tomography7] a higher probability than incoming packets. Another form of
problems. Instead of estimating internal link delays o5& 1455 giscrimination can be performed using the Drop-Lofiges

or the topology of the network, in this class of tomographéueue policy, which removes a potentially backlogged packe

problems the objective is to identify the type of forwarding,, the jongest queue when there is no buffer for an incoming
modules that a packet flow goes through. In this paper, Vﬁﬂ%cket.

consider two packet scheduling forwarding modules (SP ahdy . ihe other hand. if the ISP does not perform discrimi-
WFQ) as well as discriminatory packet dropping schemE% ’

h WRED. O biective | desi q : tion, we expect that the scheduling discipline will bestir
such as - Juro jective Is to design an cva uate i me First-Served (FCFS), there will be a single queue for
probing and statistical methods for the detection of the

, 3 traffic, and the buffer management policy will be Drop-
forwarding modules. A large-scale measurement study usu&

. . X uskg (DT) (i.e., drop an arriving packet if there is no space
these methods is the subject of our ongoing work, and it will ;e it). Note that in some cases, an ISP may conduct
be described in a follow-up paper. :

. . . loss discrimination but not delay discrimination (e.g.,use
The paper is organized as follows. Section Il presents our

moqel_for ISP s_erwce d|scr|m|nat|qn. Section ”l. gives the 1The many variants of WFQ differ in how accurate this allomatis across
basic idea of DiffProbe and describes the probing patteffaws in small imescales, an issue that is not important incauntext [19].

|. INTRODUCTION



TWO_CIaS.S. cover cases where the A and P flows traverse different paths
Flow Classifier o qH L .
! ‘ but share a discriminatory link.
1 —— Buffer Ma;"agerH il Scheduler The A flow can be generated by an actual application or
M —= it can be an application packet trace that the user replays. |
2 classes: 4 PN represents traffic that the user is suspecting the ISP may be
{H,L} \;‘Lf&iﬁﬁ‘ discriminating (e.g., BitTorrent or Skype traffic). Tlietraffic
y——— is a synthetic flow that is created by DiffProbe under two
Forwarder F constraints. First, it should be sufficiently differentthtae A
Customer Traffic flow so that it does not get classified in the same way. Second,
Fig. 1: Model of access ISP discrimination. it should be sufficiently similar wittA so that it observes the

same network performance, statistically speaking, in $eof
delays or packet losses if there were no discrimination. For

FCFS scheduling and WRED on a single queue), or de@g;ample, if the ISP classifies traffic based on port numbers,
discrimination but not loss discrimination (e.g., to use Sip€ P flow can be identical with thel flow but it should use
scheduling and DT buffer management with both queugg‘ferent.ports. If the cI953|f|cat|on is based on packet ey
sharing the same pool of packet buffers). Our high_|evg]format|on (e.qg., specific HTTP strings), tlieflow can have
objective is to enable a user of ISPto detect whethel randomized payloads. If the classification is behavioeseal,

performs any type of service discrimination on her traffings focusing on specific flow features such as packet sizes, packe
an active probing methodology. interarrivals, port numbers, etc, thfe flow can be created in
Note that it is possible that an ISP deploys discriminato(l?f'nc'plfe as a sufficiently randomized version of tHeflow
mechanisms, but without really affecting the user traffi¢®-d., With distorted packet sizes, average rate, rateifiticns,
All previously mentioned forwarding mechanisms (SP, WFGC)- Wright et al. [20] show that it is possible to defeat
WRED, etc) are identical to FCFS-DT when there are rejatistical traffic classification by changing flow charaistecs.
backlogged packets at the discriminatory link, which isoft N Practice, our DiffProbe implementation generafeslows
the case under low load conditions. Obviously, we are ngP™M SKype and Vonag flows using a combination of port,
interested in such low load conditions becausere is no Payload, packet size and rate randomization. We expect that
effective discriminatioin such cases. Besides, the ISP woulflliS combined randomization would be sufficient for most
not have the incentive to deploy discriminatory mechanigmstraffic classifiers today. o
they would remain idle. Instead, we aim to detect discrimina 1© €nsure that the two flows see similar network perfor-
tion when it actually affects user traffic. This would tydlga Mance when the ISP does not perform discrimination, we
happen during time periods, potentially short, of high l@ad rely on the following two techniques. First, we cpns_,lder)o_nl
the discriminatory link. This does not mean that we assurlfé®SeF” packets that have been sent very close in time with a

that the ISP network is heavily loaded. The more relevafPrresPondingl packet. Thus, even if the flow can include

question is whether a user observes any service discrimmat™any more packets than thé flow, with different sizes and

even when she receives (or sends) traffic at the maximdfierarrivals, we rely orpaired statisticsand considef 4, P)

possible rate that her access link allows. If not, for allgtical packet pairs that have “sampled” the ISP discriminatory lin

purposes the ISP does not deploy service discriminatioreon Rt 2P0ut the same time. Second; acket that is sent shortly
traffic. after anA packet has the same size as the latter. This ensures

that the network transmission delays of the P) packet pairs
I1l. DIFFERENTIAL PROBING that we consider are equal.

The basic idea in Differential Probing is to generate twa. Probing pattern
flows: anApplication (4) flowthat may be classified by the ISP pitrerential Probing works by sending thé and P flows

as low priority, and @robing (P) flowthat should be classified o gh the ISP network simultaneously, and then comparing

as normal traffic and thus will not be discriminated againsheir delay variations and packet losses. SpecificallyiFBifbe
The user first sends (and then receives) these two flows throlgaates the following probing pattern that consists of two

the network simultaneously, and then compares their de'BMases a Balanced Load PeriddI(P) followed by a Load
and loss statistical characteristics. Discrimination étedted Increas,e PeriodZ(/ P). In the following, we denote by (t)
when the two flows have experienced statistically significaghe nominal rate of thel flow and byAp(t) the nominal rate

queueing delays and/or loss réte this paper, we assume thalyf e p flow, at timet. The flows are of variable bitrate, and

A and P flows are generated between the same end-points.Jf ihese rates vary with time.

future work, we plan to extend the proposed architecture 10, BL.P: we send both flows at their nominal rates.

2When we refer to “delays” in this paper we mean the end-to-éeldys « LIP: W_e Scale_ up the ratép(t) (by scallng down the
of a flow, after subtracting the minimum observed measurérfrem the packet interarrivals) of thé flow by a factorg(t) > 1.
raw end-to-end delay measurements. The presence of a diisekt does not
influence these measurements because we focus on relatayes dend not SMost commercial classifiers are based on port numbers antbahy
absolute delays. information. Behavioral classification is viewed as noffisigntly accurate.



The reason we generate/a P period is explained next. that is provided to the high priority class is larger than the
Our objective is to maximize the chances that there is sorhandwidth share provided to the low priority class, rektio
gueueing in the (potentially discriminatory) ISP netwofls the traffic load of the two classes. Specifically, suppos¢ tha
previously discussed, without having some queueing in ttlee WFQ weights)y and¢;, are assigned to high priority and
ISP’s network it is not important whether a delay and/or lodew priority traffic, respectively (withpr + ¢ = 1). Let \;
discrimination mechanism is deployed. Given that the gssebe the offered load in clags To achieve delay discrimination
access link is probably of lower capacity than the ISP’sdinkin favor of the high priority, the ISP should make sure that
the highest rate that the user can generate is that of hessacce
link. We cannot modify the rate of thé flow, however, as that
may affect its classification by the ISP. Consequently,ua \yhere
LIP period, we atrtificially increase the rate of tfieflow to o — @i
the point that, together with the flow, the two flows almost N

sat.urate the user’s access link. Specifically, we dynatgical\jie that if ay > ar, a WFQ scheduler would exhibit
adjust theP flow rate so thatd 4 (£)+g(t)Ap(1) ~ Ca (1 =€), 5 pehavior similar to SP, i.e., it would service low priority

whereC, is the user’s access link capacity (in the upstream Bhckets only when there are no backlogged high priority
downstream direction, depending on the direction of prghin packets.

ande > 0. Thus, our goal is taot introduce queueing at the - \ye getect delay discrimination as follows. Recall that the
user's access link, and focus instead on the delays/lobaes 4 gy is classified as low priority, while? is classified as
take place at the ISP's network. In practice, we use 0.1 pigh priority. We observe the empirical distribution of e
and calculatey(t) with a sliding window estimate 0A4(t).  ofthe A and P flow packets during thé&1 P period; call them

T_O aw_oid probing ?ntrusiveness, we increasé_ we observe D(A) andD(P), respectively. We detect delay discrimination
significant losses in thé flow. The L1 P duration is chosen (SP or WFQ) when:

so that we have a sufficiently large sample(df, P) packet
pairs to detect loss discrimination (see Section V). Theara D(A) > D(P) 3)
behind theBL P period is described next. o .
Unidentifiability: The BLP is used to identify cases in On the other _hand, we detect no delay discrimination, i.e.,
which we cannot detect whether the ISP deploys serviEgFS scheduling, when:
discrimination mechanisms. We compare the higher delays of D(A) ~ D(P) (4)
P packets during theLIP period with the average delays
of P packets during theBL P period. If the former are not Test for Equality of Delay Distributions: We first
significantly larger, the stimulus that we generated dutirg perform the test of equality of distributions (4) as follows
LIP period was not sufficiently high to trigger a significanur test is based on the non-paramektidiback-Leibler (KL)
increase in the queueing delays of tReflow. We view these divergenceand it is motivated by the test presented in [17].
cases asnidentifiable given that even if the ISP deploys somd he KL-test does not assume any priors about the input delay
discriminating mechanisms, those mechanisms would havegigtributions. We have not used the well-known Kolmogorov-
significant effect on the user’s traffic. Smirnov (KS) test, since that test can be inaccurate when the
Specifically, we compare the 90th percentileofiow delay underlying distributions exhibidiscontinuities The delays of
distribution during theLIP period (Dy.o(P)) with median Internet paths usually include a large number of sampleseclo
delay of the same flow during thBL P period (DFL”(P)):  to the sum of the propagation and transmission delays, mgusi
BLP significant discontinuities.
Do.9(P) > (1+0)Dy5™ (P) @) The empirical distribution®(A) andD(P) are constructed
where § > 0. We chooses = 0.1 based on empirical from the measured delay timeserigs®,d;'} and {t}’, d]’}
observations. We say that delay discrimination is unidiabtie ©f A and P flows respectively. Timestamps' and t” are
if the above condition isiot true. We account for any clock taken at the sender. We first pre-process the two timeseries
skew that may exist between tfiZ. P and L1 P periods. The t0 form apaired sampleD as follows. For each delay sample
BLP duration is chosen reasonably large (at letas) to (t7',d;"), we find the nearest sampit’, d}’) in time, such that

g > oy, (2)

1€ {H,L}

ensure a Sufﬁciently |arge number of Samp|es' |t;4—tf| <T for a thresholdr deﬁned as the transmission time
of an MTU-sized packet in the bottleneck link. If there exist
IV. DELAY DISCRIMINATION DETECTION no such samplét?”, d?’), we discard(t*, d;*). Otherwise, we

Under FCFS scheduling, the two flows will be serviceddd the delay tupléd:,d”) to D and continue with the next
by the same queue. So, at least in statistical terms,AhesampIe(t;“H,d;“+1). After pairing, D will consist of sample
and P flows would observe similar delay distributions. Orpairs that fornD(A) andD(P). We also discard frorf® delay
the other hand, a Strict Priority scheduler will provide &aw values close to the propagation delay, that is those vahags t
delays to theP flow packets as long as there is some backlaye less tham time units above the propagation delay. We then
in the discriminatory link. The WFQ scheduler can be usetlibtract the propagation delay (computed as the minimum of
to provide delay discrimination only if the bandwidth sharall delay samples for that flow) from each delay sample in



D. Thus, our statistical analysis focuses on queueing delaysNote that there could be a case where the ISP prioritizes
not absolute end-to-end delays. Note that clock skew does ttte A flow over the P flow. We run our inequality test by
affect this test because the difference in one-way delays ofwappingA and P as inputs to detect if thé® delays are
paired sample, even with delay discrimination, would belbmaigher than thed delays.
compared to the timescales in which clock skew is significant = o
(many seconds). A. Distinguishing WFQ from SP

The next step is to construct a non-parametric hypothesisAfter we have detected a discriminatory scheduler thatgrea
test for the null hypothesis thd?(A) and D(P) come from A as low priority andP as high priority, we examine whether
the same underlying distribution. For two discrete proligbi that scheduler is SP or a WFQ variant. The intuition behind
distributions X and Y, the KL-divergence oft” from X is this method follows. Consider a two-class discriminatiim |

defined as: that services high priority and low priority packets. A patk
) X (4) experiences propagation, transmission, and potentiaigue-
D(x|Y) = ZX(Z)10g2 Y (i) ing delays at that link. We distinguish between the queueing
i delay due to a packet that is currently being transmitted
The KL-test onD(A) andD(P) proceeds as follows: from queueing delays due to other backlogged packets; the

1) Estimate the probability mass functiods* and X” former is referred to as th@on-preemption delayand it
from the sample®(A4) andD(P) defined on the same can affect all packets irrespective of their priority. Theslz

set of bins. The bin widthv = 2n~'/3] is determined idea of the proposed method is that an arrivifgpacket

using the inter-quartile rangé of the joint sample at an SP schedulemay experience non-preemption delay

D(A)UD(P), wheren is the length of the joint sample. if another packet is currently being transmitted, but itlwil

We merge those bins with their neighbors if the numberever experience queueing delays due to backlogged low

of measurements from both samples is less tHan priority packets. In the WFQ scheduler, on the other hand, an
2) Calculate the KL-divergencP (XAHXP). arriving P packet may also experience queueing delays due to
3) Bootstrapping:randomly partition without replacementbacklogged low priority packets. At the same time however,
D(A) into two samplesS} andS} . Estimate their proba- we need to consider thd packets may experience queueing
bility mass functionsX} and X! using the binning pro- delays at both schedulers when they are backlogged behind
cedure in (1). Calculate the KL-divergenBe( X[ X}). other high priority packets. So, if we had a way to identify
Repeat this a number of times (we use 200) to estimdteose P packets that were not backlogged behind other high
the distribution of D (X}[| X}); call it D (X}[|X}). priority packets, we expect that their queueing delays dbel
4) Reject the null hypothesis i (X (| X7) is large com- bounded by the non-preemption delay at the link, while those
pared to the distributiorD (X} | X}). More precisely, delays may be much higher in the case of a WFQ scheduler.
define the p-value as: In practice, we have no way to know whidh packets are
_ Al v P 1 o1 backlogged behind high priority packets from other sources
p=Prob [D (XH|IX") < D (X[ X;)] We can identify, however, bursts d? packets sent by Diff-
Probe. From such bursts, we only consider the fi*tgpacket
and reject the null hypothesis with this p-value if because that packet is more likelyriotbe backlogged behind
p < 0.05. other high priority packets.

Inequality of Delay Distributions: We detect delay dis- Further, we limit our sample to those packets that were
crimination using a test that checks whether one of the tweceivedshortly after A packets. The reason is that thaBe
distributions is consistently larger than the other (eiquaB). packets are more likely to arrive at the link during a busy
Specifically, our test of inequality is as follows. We firstjugre  period. Otherwise, if @ packet arrives at an idle scheduler,
that the KL-test rejects the null hypothesis tfdtAd) ~ D(P); it will experience zero queueing delay independent of what
otherwise we say that the distributions are equal and wee scheduler is. Such packets would not help us detect the
detect FCFS. Then, we consider severglercentilesD,(A) scheduler’s type.
and D,,(P) of the distributionsD(A) and D(P) using their ~ After we have identified the subset @t packets as pre-
empirical Cumulative Distribution Function (CDF) estireat Vviously described, we examine the variability of their gela
We say thatD(A) > D(P) if: distribution. The basic idea is that, with SP scheduling, th

selectedP packets will have very small delay variability. In the

Dp(A) > Dp(P) for all p € [0.5,0.95] ) discriminatory link, their queueing delays will be praetiy
We choose the above range forsince the lower percentileszero (at most the non-preemption delay, which is the MTU
may not be affected by queueing delays, and they can be cldsaded by the capacity of that link). In practice, of coyrae
to zero for both flows. The percentilesare determined from need to use a larger threshold because of possible queueing
the empirical CDF ofD(A), and for each suchy we use delays at other links. The selection of that threshold is not
nearest-neighbor interpolation to firld,(P). We also give critical, however, because the corresponding delay viitiab
the user a measure of thielay differencebetween the two with a WFQ scheduler will be significantly higher. Figure 2
flows asDy.75(A) — Do.75(P). shows the distribution of one-way delays of the seleckted



1 , , I — discrimination when the following condition is satisfied:
9y 0(A) > ((P) (6)
Conversely, for a non-discriminatory buffer manager, we
skl 7 | would have:
é 0(A) =~ 0(P) @)
04t (f" i We describe the specific statistical tests to perform loss ra
comparisons next.
oz Ll | Equality of Sampled Loss RatesWe first pre-process the
sender-side sequence number timeseries to cregieirad
s WEQ 15 solciod b bt sample of A and P packets sent almost simultaneously,
ey 20 - 20 - 20 as done in the pairing procedure for the delay timeseries

One-way delay (ms) described in Section IV. Consider the measured loss rates
Fig. 2: SP vs. WFQ: distribution of selectdeipacket delays. @ndp in the paired samples of thé and P> flow, respectively.
Let us denote the number of samples sent by the two flows as
sa andsp respectively.

packets for simulated SP and WFQ schedulers. Notice that'Ve use @ two-tailed version of the well-knowtwo-

with SP, the delay variability of the selectdd packets is _propor'uon z-testfor equal population propor_tlo_ns of two
practically zero; on the other hand, WFQ leads to signiﬁcamderjendent samples [15]. Our null hypotheS|_s is thatAhe
delay variability. In DiffProbe, we measure the delay véoia and P rovys_ sample the same loss process, while the alternate
of the selected® packets as the 95th-5th percentile differencdYPOthesis is that the two flows sample a different loss ece

Denote thepth percentile delay of the selecte®l packets as (we do not assume that the P flow will necessarily see a lower
D,(P). We declare that the scheduler is SP if: loss rate in the alternate hypothesis, as it may be that tRe IS
»(P). :

is discriminating in favor of thed flow). The two-proportion
Do.os(P) — Do.os(P) < test uses the-score statistic:
- la—1Lp [ lasa+Upsp

The threshold: is estimated as the MTU packet size divided s . 1 satsp
by the capacity of the access link (given that we do not know \/Z (1=1) {5 + }
the capacity of the discriminatory link). In Section VII we .
show that the accuracy of this detection method does nT € z-score has an asymptouc_sta_mdard NormM((Q,l))
depend critically on the value of. istribution when null hypothesis is true. Thevalue is

computed as:

V. LOSSDISCRIMINATION DETECTION p = Prob||z| < N'(0,1)]

Discriminatory buffer managers drop packets, already backyg test rejects null hypothesis with thisvalue if p < 0.05.
logged or arriving, considering the class of those pacKétis A rule of thumb for Normal approximation of statistic

is different than DropTail or RED, which do not conside[n the two-proportion test is that, and sp both include at

the class of the packets they drop. Consider the WRBD,q; 1 dropped packets. We diagnose loss discrimination a

discriminatory buffer manager in the case of two traffic 8&s | igentifiableif this is not the case. To help with the identifi-

4 and L. In practice the ISP would configure the queugyjjiry objective, we make thé I P duration sufficiently large
thresholds in order to differentiate between traffic clagdg, (always maintaining\ 4 () + g(t)Ap(t) ~ C, (1 — €)), so that
such that: we can observe a sufficiently large number of packet losses in
Gmin(H) > Gmin(L) this period.
We determine thd. P duration as follows. We observe the

Hence, after the average queue length has exceeded the IQWEr 40 of thed flow during theBLP; call it ¢5%F. Suppose
threshold for the low priority classy > guin(L), Packets yo 4 tha rate of4 packets sent durin@LP is ALY (packets

of that class will be dropped with a higher probability tha er unit time). The minimund./ P duration is then chosen so

packets of the high priority class. In the case of the Dro fat the expected number df losses is at least 10. THel P
Longest-Queue policy, backlogged packets from the Iong?ﬁ}rationAUp is thus:

gueue are dropped when needed. Thus, if the low priority
class has a longer queue, due to a lower service priority or
rate, it will also tend to see a higher loss rate.

We detectloss discriminationduring the LI P period as For example, using a G.711 (voicd) flow that sends about
follows. We estimate the loss rates df and P flows (as 33 packets per second, and with a 1% loss rate during the
fraction of packets lost) during thel P period; denote them BLP period, we would determine that tHel P should be at
as/(A) and ¢(P) respectively. We declare that there is loskast 30s long.

sp

Ay s 10
LIP — o1 p\RT.P
KELP)\ELP



VI. | MPLEMENTATION AND TESTRUNS | ISP | Upstream | Downsfream|

ISP-1 (US) 0.01-0.04] 0.0-1.0
We have implementeDiffProbein a completely automated ISP-2 (Switzerland)] 1.0 0.28-1.0
tool. The current version is about 7,500 lines of C code and it ISP-3 (US) 0.54-1.0 10
. . . ISP-4 (US) 0.87-1.0 | 0.17-1.0
has been tested on Linux platforms so far. In this section we ISP-5 (Belgium) 10 .
describe the tool, and we also show some test runs at large ISP-6 (Norway) | 0.25-0.98 -
access ISPs. ISP-7 (US) 0.82 0.98

DiffProbe consists of two endpoints, the cliedtdZ), and  TaBLE |: Access ISP test rung-values across Skype and

the server§RV). CLT is run by a user connected to the targefynage tests. Some runs on ISP-1 showed routing differences
ISP. DiffProbe operates in two phases. In the first ph@gd, petween the two flows, which explains the Ipavalues.
sends timestamped probing stream& ™). For each probing

structure SRV collects one-way delay timeseries 4fand P

flows. In the second phase, the roles@iZ and SRV are  apyil and July of 2009. The. P duration in these experiments
reversed. o _ is 10s while theBLP duration is 5s.

Capacity Estimation: Before probing, we make a rough Taple | shows access ISP locations and ghealues from
estimate of the upstream and downstream capacities at §i¢ K|-test for delay discrimination. We test for discrimi-
end-to-end path using packet trains of back-to-back packgltion against the four Skype and Vonage traces once for
over UDP. We use this estimate to decide theP probing each ISP, The table shows that we do not detect payload
rate. More precisely, we senfl packet trains of lengthl.  andjor port based discrimination in these ISPs (all testewe
packets, each of sizg. At the receiver, and for each train, wejgentified as “detectable®) An exception is the case for ISP-
measu(rLeitlr)lg dispersia and estimate the path capacity asj: 1 out of 4 downstream trials and all upstream trials showed
Co = ~=x— Finally, we take the median of th&" trains. gjscrimination. Upon visual inspection, we noticed thaé th
C. is an estimate of the capacity of tharrow link between o flows follow different paths in the ISP-1 network, while
CLT andSRYV. For residential ISPs, this link is most likely thegne of the paths introduces higher queueing delays than the
home access link in both upstream and downstream directiogger. We plan to include an automated way to detect such
In the current implementation, we s&t = 10, L = 50, and  qyting differences between thé and P flows in the future.

S = 1450B, and send the trains over a port which is not likely
to be classified low-priority by an ISP. VII. SIMULATION/EMULATION EVALUATION

Probing: Each probing session consists of tBd.P and In this section we first evaluate the accuracy of Differdntia
LIP probing periods. After we probe the upstream directiorobing using simulations, and then show some realistic
we repeat that sequence in the downstream direction. E&ghulation experiments.
probing packet of thed flow is replayed according to a pre- We evaluate the accuracy of the discrimination detection
recorded application flow trace. We maintain the same p@rethods using NS2 simulations. The simulation topologsis a
number(s), transport protocol, packet sizes, inter-pagkps follows. The discriminating link capacity is 100Mbps. The
and payload as in the trace file while replaying thélow. We and P flows are generated from a server and they are sent to a
overwrite the last four bytes of the payload with the sendessidential client. All servers and residential users heneess
timestamp for one-way delay measurement. links of 1Gbps and 10Mbps, respectively. The capacity of the

We create theP flow using the last sen packet size. discriminatory link is 100Mbps. We simulate 200 residentia
The payload is randomized (excluding the sender timestaniients generating closed-loop (“interactive”) TCP sessi
and we use port numbers that are not likely to be classifieg downloading Pareto-sized heavy-tailed content from 200
as low priority. The user can choose between two UDP Skypgndomly chosen servers. These well-provisioned servers a
voice (taken from [6]) and two UDP Vonage voice traces (eagonnected to the discriminating link through links of ditfat
10min. long) to test for discrimination. In our implemeitat  propagation delays. We provision all link buffers accoggia
we use a single probing session. Unless otherwise mentiong@ bandwidth-delay product. The setup for reverse-doect
the tool uses the following parameteds! P and BLP dura- cross traffic is similar. We perform at least 96 trials for feac
tions 30s,LIP probing rate is estimated with= 0.1. utilization point of the discriminating link, so that we hav
an error margin of 2% at 95% confidence assuming a prior
proportion of 0.9. A utilization ofU% encompasses all trials

We have run DiffProbe at some large residential fSPsin the interval(U — 5, U + 5]%.

Note that it is not possible to know the ground truth in Unless otherwise mentioned, we use the following parame-
such experiments. We can, however, say that there is t®s. Cross-traffic is classified at the access links on this lod
discrimination between thel and P flows if no significant the generating source as low or high priority with probaspili
delay differences have beguerceivedby the user, or if the 0.5. We use a Skype iSAC packet trace as thelow. We
KL-test reports a highp-value. All experiments were done inusee¢ = 0.1 to adjust theLIP rate; the LIP and BLP

A. Test runs

“We repeat that our focus in this paper is on the detection adsth not 5We were not able to collect data for two downstream cases @UAT
on a large-scale study. issues.
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Fig. 3: Fraction of detectable trials: delay discriminatio Fig. 4: Delay discrimination detection accuracy.
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durations are 30s long. We consider three weight ratios of

WFQ, 1:1.5, 1:3 and 1:10. We will see that the first weight
ratio is small and performs similar to FCFS-DT, while the
third case performs similar to SP; the second ratio is réglis
given that half of cross-traffic utilization comes from high
priority flows. We start with an evaluation of delay and loss
discrimination detection accuracy.

80 1
60 1

40 - <

A. Delay Discrimination 20| )

WFQ 1:1.5 ——

Discrimination detection accuracy (%)

In this subsection, we evaluate detection accuracy of FCFS,

WFQ 1:3 -
SP, and WFQ schedulers. 0 ‘ ‘ ‘ ‘ WFQ 1110 -
Detectability: A detection threshold factor (the ratio 40 50 60 70 80 90 100

Do.o(P)/DFEP(P) in eq. (1) of 1.3 is sufficient to get Utilization (%)

detection accuracy higher than 90%. Using this threshotd, Wig. 5: Effect of WFQ weight ratio on delay discrimination

show the fraction of detectable trials at each utilizatiange detection accuracy.

in Figure 3. Note that at low utilization<{ 40%) we are not

able to detect the majority of trials. This also implies ttegre

is no user-perceived delay discriminatiat low utilization in  discrimination, WFQ and SP serviéepackets quite similarly.

the discriminating link, because it is then unlikely that thser A large WFQ weight ratio (1:10) makes this scheduler similar

traffic will observe any queueing at the discriminating lilte to SP, and so the detection accuracy is lower than for lower

also found that without this detectability condition, wdyoget = weight ratios. We also found that for more reasonable weight

90%+ detection accuracy when the utilization exceeds 50%atios (e.g. 1:3), the detection of SP and WFQ can be done
Detection accuracy:Figure 4 shows discrimination and no-accurately with a wide selection af values.

discrimination detection accuracy with utilization for F§, o

SP, and WFQ (weight ratio 1:3). We get high detectioRf: LSS Discrimination

accuracy at all utilizations of the discriminating link. 80 In this subsection, we evaluate detection accuracy of Drop-

that false positives would correspond to inaccurate detect Tail, WRED, and drop from longest queue (Drop-Longest-

of FCFS - but we see that there are no such cases. Queue) buffer managers. We use the DT buffer manager in
WFQ weight ratio: The effect of the WFQ weight ratio FCFS and SP, while for our WFQ implementation, we use

on delay discrimination detection accuracy is shown in Fégua discriminatory buffer manager that drops packets from the

5. The weight ratio 1:10 performs similar to SP and leads tongest queue. Note that we get false positives when the

high detection accuracy, while the ratio 1:1.5 performseltm accuracy is less than 100% in the case of DropTail (none in

FCFS (no significant delay discrimination) and hence it $eadfCFS-DT and less than 2% in SP-DT).

to low detection accuracy. DT and Drop-Longest-Queue:Table 1l shows the accuracy
WFQ and SP: Figure 6 shows the accuracy of distinguishef DropTail and Drop-Longest-Queue buffer managers for

ing the SP and WFQ schedulers for a threshotd 0.7ms. We detectable trials. We see a high detection accuracy for both

see that low utilization leads to low accuracy; this is exedc discriminatory and non-discriminatory buffer managerke T

since, although the difference in the delay distributioris ¢able shows Drop-Longest-Queue detection for three differ

A and P flows is large enough to show the presence &WFQ weight ratios. A WFQ ratio of 1:1.5 is close to DropTalil



residence, and the server is hosted in the Georgia Tech campu

_ 10 T We emulate the discriminating link on a multihomed Linux
§ ol x o . ] router that connects to the cable modem, and serves thé clien
§ machine connected through a Fast Ethernet interface. Note
g that the narrow link in this case is between the cable modem
§ oor 1 and CMTS, which at the time of experiments was a 10Mbps
% ? upstream and 17Mbps downstream DOCSIS link. Cross traffic
Ey 40 ¢ 1 is generated using two Pareto sources (mean gap 100ms and
2 shape 1.5), with a packet size of 600B, over ICMP. Our
2 ¢ . SP —— 1 DiffProbe tests on this ISP (without emulated discrimioaji
® A" show that the ISP does not discriminate against Ahfiow.

0 g ‘ . WRQL10 e We show results for at least 10 trials for each experiment.

50 60 70 80 90 100

FCFS: We start with the no-discrimination case. We pair
) o o A and P samples when they are in 1ms send-time proximity.
Fig. 6: Dllstmgw.sh SP from WFQ: effect of utilization andpitfprobe does not reject the null hypothesis of eqdand P
WFQ weight ratio £=0.7ms). distributions, withp-values in[0.86, 0.92]. Note that we reject
the null hypothesis i < 0.05.
[ Buffer mgr. | DropTail | Drop from longest (WFQ) | SP and WRR: We use the the Linux Advanced Routing
Accuracy Egoiz 98_55'37% 335‘3@ 981_:735% 1:01(?% and Traffic Control framework [3] to implement sch(_aduling_
and buffer management on a 2.6.22 kernel. We classify traffic
TABLE II: Loss discrimination detection accuracy.  ysing protocol, port numbers and destination IP address. Th
classifier is built out ofc filter rules. One of the cross traffic
sources and thé flow are classified as high priority, while
in terms of loss discrimination, and yields low accuracy. the other source and thé flow are classified as low priority.
WRED accuracy: We choose the following WRED param- We implement SP using LARTCprio scheduler. We also
eters forL and H traffic: Gmax(H) = dmax(L) = 500 (buffer |imit the service rate to 1Mbps using a token bucket of small
size of discriminating link in packets; avg. packet size igepth. The queue size for each class was 50KB. DiffProbe
1000B); Gmin(L) = Gmax(L)/2; Gmin(H) = dmin(L) [1 + f];  rejects the null hypothesis of equal distributions wjth= 0
pg = 0.15; pr = 0.20. We vary the parametef, which for all trials.
quantifies the difference between thieand L classes. Figure  We also implement Weighted Round Robin (WRR) schedul-
7 shows the effect off on the detection accuracy. At lowing using LARTC’s CBQ scheduler with a weight ratio of
values of f (< 0.3), the detection accuracy is low since the:3 (link capacity of 1Mbps). The queue size for each class
loss discrimination between the two priorities is not sigaint. was 50KB. Note that although WRR is implemented in most
network devices, it does not account for packet sizes during
scheduling and hence it is not as fair in weighted rate alloca
In this subsection, we evaluate the tool in a realistiton as WFQ or DRR. DiffProbe rejects the null hypothesis of
emulation setup. Our emulated discrimination scenariosis equal distributions wittp = 0 for all trials.
follows. Our testbed is connected to a residential cable ISPLoss discrimination: The SP and WRR implementations
in Atlanta, GA (US). The DiffProbe client runs inside theuse separate physical queues for each priority, and in@pmin
packets are dropped using the Drop-Longest-Queue policy.
For illustration, we consider one WRR 1:3 trial, in which the
estimated loss rates wete58% for the A flow and0.15% for
i the P flow. DiffProbe rejects the null hypothesis of equal loss
rates withp = 0.

Utilization (%)

C. Discrimination Emulations

VIIl. RELATED WORK

There has been some recent interest in active and passive
methods for detecting traffic discrimination. Perhaps tlos-c
1 est in spirit to our work is Zhang et al's NetPolice [21],
an active probing methodology that replays applicationesa
with limited TTL values to solicit TTL-expired messagestfro
intermediate routers. They compare loss rates with an HTTP
20 : : : : : : : flow as a baseline, and show discrimination in backbone ISPs.

A We are concerned about the validity of this conclusion nyostl

for two reasons. First, two simultaneous flows (say HTTP and

BitTorrent) can observe very different loss rates if theyndd

Discrimination detection accuracy (%)

Fig. 7: WRED: effect off on detection accuracy.



“sample” a lossy queue with packets of the same size andl&Ps. A large-scale measurement study of ISP discriminatio

about the same time. We dealt with this issue using pairpdactices is part of our ongoing work, deploying DiffProlie a

statistics, considering packets of the same size that weoe ahe Measurement Lab (M-Lab) [4].

sent at about the same time. Second, NetPolice relies oarrout We are also looking at extending the DiffProbe framework

generated ICMP responses; the generation of such packetsletect more than two classes of service, additional gacke

is subject to rate-limiting and vendor-specific lower-pitypy  scheduling and buffer management mechanisms, and also to

processing. We believe that further work is needed to vaidaquantitatively characterize the parameters of some mésinan

the conclusions in [21]. (e.g., to infer the WRED parameters or the WFQ weights). We
Bin Tariq et al. propose a passive detection methodologye also going to generate additional pairsdoind P flows

NANO [18], which uses throughput observations from manfpr applications such as BitTorrent and for IPTV applicato

end-hosts to detect discrimination. They use causal inéere such as Veoh and Hulu.

in the client data, and information about confounding \@lesa ~ The DiffProbe source code and binaries are available at

to group clients according to performance. BT Test [8] fesus http://www.cc.gatech.edupartha/diffprobe/, and we will also

on detecting BitTorrent traffic blocking by ISPs using faigeprovide DiffProbe as a public service hosted at M-Lab.

TCP RST packets. It emulates BitTorrent flows, and correlate ACKNOWLEDGEMENTS

client and server traces to detect RST messages. The autho
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