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Abstract—Anti-jamming communication without pre-shared coding techniques for UFH-based schemes. Following the
secrets has gained increasing research interest recentyn@d is  same logic of breaking thanti-jamming/key establishment
commonly tackled by utilizing the technique of uncoordinaed dependency, uncoordinated direct-sequence spread spectrum

frequency hopping (UFH). Existing researches, however, ar . o
almost all based on ad hoc designs of frequency hopping (UDSSS) techniques [7], [8], [9] were proposed suiting for

strategies, lacking of theoretical foundations for schemalesign delay-tolerant anti-jamming communication. This is beseau
and performance evaluation. To fill this gap, this paper intoduces UDSSS requires a brute-force effort on message decoding
the online optimization theory into the solution and, for the first  at the receiver side. The existing UFH-based anti-jamming
time, makes thorough quantitative performance characterzation schemes, however, are almost all based on ad hoc designs of

possible for UFH-based anti-jamming communications. Spefi- . . . . .
cally, we propose an efficient online UFH algorithm achievig frequency hopping strategies without being able to provide

asymptotic optimum and analytically prove its optimality under ~quantitative performance evaluation. This is mainly due to
different message coding scenarios. Extensive simulatievalu- the lack of the theoretical foundation for scheme design and

ations are conducted to validate our theoretical analysis mder performance characterization of this type. The only work on
both oblivious and adaptive jamming strategies. efficiency study of UFH-based communication is [5], which
gives an intuitive optimal result only for the case of random
jamming attacks. To fill this gap, in this paper we introduce
The broadcast nature of wireless links makes wireless cothe online optimization theory into the solution space, chhi
munication extremely vulnerable to denial-of-serviceaets enables the receiver to perform online strategy learnind) an
[1], [2], [3]- By mounting jamming attacks an adversary capptimization in response to a potentially adaptive jammer.
transmit signals to interfere with normal communicationd a To our best knowledge, we, for the first time, develop a
temporarily disable the network. Jamming attacks can tz fatielay-bounded adaptive UFH-based anti-jamming scheme and
in applications where time-critical informatior.§., messages make the thorough quantitative performance charactésizat
to inform the soldiers an imminent attack from the enemiegpssible for these type of schemes. The main contributidbns o
or mission-critical information€g., messages that contain thehis paper are:
tactical planning) should be transmitted immediately. Mlan « We propose the first online adaptive uncoordinated fre-
mitigating protocols [4], including both frequency hopgin guency hopping algorithm against botblivious and
spread spectrum (FHSS) and direct-sequence spread spectru adaptive jammers. We analytically show that the perfor-
(DSSS), are proposed to cope with jamming attacks. However, mance difference between our algorithm and the optimal
the effects of these anti-jamming techniques are signitigan one, calledregret in this paper is bounded,e., no
limited by their inevitable reliance on the pre-shared stcr more thanO(k,.vT'nlnn) in T timeslots, wherek,. is
(i.e, hopping sequences and/or spreading codes) between the the number of frequencies the receiver can receive on
communicating node pairs prior to the communication asgein  simultaneously and: is the total number of orthogonal
widely recognized in the literature [2], [5], [6]. Such malice frequencies.
greatly limits their applicability in scenarios where 1l)eth « We present a thorough quantitative performance charac-
wireless network is highly dynamic with membership changes terization of the UFH-based anti-jamming scheme under
and thus pre-sharing secrets among node pairs is impossible various transmission/jamming strategies of the sender, th
and 2) a sender broadcasts messages to a large number ofreceiver and the jammer. The performance is evaluated
potentially unknown receivers [5], [7]. by analyzing the expected time for message delivery
The problem of anti-jamming communication without pre-  with high probability (w.h.p) in different scenario®.¢,
shared secrets was first identified in [6]. The authors pro- without message coding and with erasure coding.).
posed an UFH scheme where, in order to achieve jamminge We perform an extensive simulation study of UFH-
resistance, both the sender and receiver hop on randomly based communication to validate our theoretical results.
selected channels for message transmission without coor- It is shown that the proposed algorithm is efficient and
dination. The successful reception of a packet is achieved effective against botleblivious and adaptive jammers.
when the two nodes reside at the same frequency (chanThe rest of the paper is organized as follows: Section II
nel) during the same timeslot. [2] further studied messagescribes the system model, attack model and the optimal
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uncoordinated frequency hopping problem addressed in thiocess. Note that by randomly hopping among a common set
paper. Section Il discusses the related work. Section & prof frequencies, a successful packet reception happens when
vides the detailed description of our proposed online ogtimthe sender sends and the receiver listens on the same channel
frequency hopping scheme. Section V and Section VI presekfter a number of transmission attempts, the sender and the
the theoretical performance analysis and simulation tgsukeceiver can reconcile themselves to the unjammed channels
respectively. Finally, Section VII concludes the paper. Soitis easy to defend against the static jamming attack by on
keeping using the detected unjammed channels in subsequent
transmissions. Similar to gatic jammer, a random jammer
A. System Model transmits the jamming signals over a randomly selectedesubs
As in [6], we consider two nodes that reside within eactf channels in each timeslot regardless of the previous com-
other'’s transmission range and share a common time of ref@unication status. Due to the random jamming strategy, the
ence. The sender wants to transmit messages to the reces@sder and the receiver are not able to find the unjammed
in the presence of a communication jammer. Métdenote a channels and reside on them for all timeslots.
message that the sender wants to transfer to the receiver. DuAdaptive jammer: An adaptive jammer adaptively selects
to the frequency hopping technique, messaddethat does the targeted jamming channels utilizing his past expegsnc
not fit into a single transmission timeslot is partitionedoin and his observation of the previous communication statys. B
multiple fragments for transmitting in successive timeslo performing channel scanning, a jammer scans a set of selecte
The transceivers employed by the nodes enable them to @nnels in each timeslot in search of the sender’s signals.
over a set ofn available orthogonal channels with the sam#/hen signals are detected, the jammer records the indexes
data transmission rate to send and receive signals in elara@if the corresponding channels. We assume that the jammer
(in the following discussion, we do not differentiate chalsn cannot perform the sensing and jamming operations wittén th
and frequencies). We denote the number of channels on wh#éfne timeslot under the appropriately chosen channel hopping
a node can send and receive on hyand k, (ks, k. < n), rate. For example, consider a typical sum of channel sensing
respectively. We assume that the sender and the receivertifite ts and switching timet,, being 10ms [10], for a channel
not pre-share any secrets (or spreading codes) with eaeh otWith data rateB = 10Mbps, a successful jamming attack on
and there is no feedback channel from the receiver to tHe transmitted packet within theame timeslot requires the
sender. We also assume that none of the three paities, length of packet is at leasn® bits. However, for the hopping
the sender, the jammer, and the receiver, has the knowledigé fr. = 500 ~ 1500Hz [5], the length of packets will not
regarding each other’s transmission/jamming strategiésre exceed the sizé3/f, = 7-10° ~ 2-10* bits, which makes
the message transmission. sensing then attacking impossible. Yet, we still assumerg ve
We also assume that at the receiver side, efficient mess@gwerfuladaptive jammer in the sense that it not only knows
verification schemese(g., erasure coding combined with shorthe protocol and can perform jamming on a subset ofithe
signatures) are used for message reassembly purpose [5]_a)a@ilable channels of his choice during a single timeslat, b
in [6], [5], we do not consider message authentication a®so can monitoall the n available channels during the same
privacy in our model. Message authentication is orthogorié#neslot. Furthermore, an adaptive jammer knows whether it
to this work and can be achieved on the application layer Byicceeded in jamming the sender’s transmitting channels fo
making use of public cryptography, timestamps etc [5]. As f@ll the past timeslots and can accordingly choose the tuiget
message privacy, the proposed protocol can be used to titang@nming channels for future timelsots.
messages of a key establishment protocol in order to generatDuring UFH-based communication, the jammer may add
a secret key. his own signals to the channeleg., he can insert self-
composed or replay fragments to disrupt the communication.
B. Attack Model This data pollution attack can be addressed by using the
The jammer's capability has a great impact on thefficient message verification techniques at the receider[§i
transceivers’ hopping strategies. Due to different atta@nd thus is not explicitly considered in this work.
philosophies, different attack models will have differéavels ) ) )
of effectiveness. We assume the jammer is able to jgm € Optimal Uncoordinated Frequency Hopping: the Problem
(k; < n) channels simultaneously at each timeslot. Specifformulation
cally, we focus on the following two jammers: To achieve the full potential of the UFH-based communica-
Oblivious jammer: An oblivious jammer selects the targetion, we consider a frequency hopping game among a sender,
jamming channels independent of the past communicatiarreceiver and a jammer. We assume that the sender wants to
status he may have observed. The behaviors of the oblivimend a message (partitioned into multiple fragments/garke
jammer can be categorized into two modedstic jamming to the receiver under different jamming attacks. However,
and random jamming. A static jammer continuously emits the sender and the receiver do not pre-share any secrets (or
radio signals and keeps jamming the same set of channgiseading codes) with each other, so they cannot rely on
for each timeslotj.e, the static jammer does not change itsoordinated anti-jamming techniques such as FHSS and DSSS.
target jamming channels over the whole message transmisdduring each timeslot, the sender choosgsending channels,
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and the receiver independently chookgseceiving channels; In each timeslot (round) (¢t € {1,...,T}), the receiver
the jammer chooses to jaky channels at his will. Now, the selects a strategy from S,.. The gaing;, € {0, 1} introduced
receiver’s challenge of selecting frequency hopping stiat by sses; is assigned to each channfek {1,...,n}. We write
for minimized message reception delay lies in 1) the receivg € i if channelf is chosenin strategyi € S,, i.e, the value
does not know the sender’s and the jammer’s strategieséefof the fth entry ofi is 1. Notel, denotes a particular strategy
message transmission, thus he has no best strategy to bebivsen at timeslot from the receiver’s strategy s#t., ands
with!; 2) the receiver's strategy is desired to be adaptivienotes a strategy ifi,.. The total gain of a strategiduring
optimal regardless of which sending/jamming strategies ttimeslott is
sender and the jammer adopt.

Therefore, in order to achieve the optimal solution, we it = ng"t’
consider the above uncoordinated frequency hopping pmoble
as a sequential decision problem [11] in which the choice 8nd the cumulative gain up to timeslobf each strategy is
receiving channels at each timeslot is a decision. To furthe t t
formalize the problem, we consider a vector spfeel }™ and Git = D Gie=_Y Gfs
number the available transmitting channels from IntoThe s=1
strategy space for the sender is setSasC {0,1}" of size
(,?) and the receiver’s is set & C {0,1}" of size (,?) If . .
the f-th channel is chosen for sending or receiving, the value ~
of the f-th (f € {1,...,n}) entry of a vector (or strategy) Go o= D L= 0rs
is 1; 0 otherwise. The strategy space for the jammer is set =t s=trele
as S; C {0,1}" of size (;"). For technical convenience, inwhere the strategy; is chosen randomly according to some
this case, the value 0 in thith entry denotes that thg-th  distribution overS,.. To quantify the performance, we study
channel is jammed; the value 1 in tifeth entry denotes that the regret overT" timeslots of the game
the f—t.h channel .is unjammed. _ _ max G; 1 — @T’

During each timeslot, the three parties choose their own ieS,

respective strategies,, s,, and s;. On the sender side, towhere the maximum is taken over all strategies available to
adaptively adjust the sending channels based on the encoe- receiver. Thaegret is defined as the accumulated gain
tered jamming requires threliable feedback information from ifference over7 timeslots between our strategy and ttatic

the receiver, which is not practical. Providing the send&hw optimal one in which the receiver chooses the best fixed set
the required feedback message without being exploited ®y ¥ channels for message reception. In other wordsyeleet
jammer is actually the same problem as the original one i@the difference between the number of successfully redeiv
be solved [5]. From the perspective of the receiver, suéglesspackets using our proposed algorithm and that using the best
receptions are determined by both its choice of strategy afiged solution. Obviously, this metric can also be used to
the sender’s and the jammer’s choices of strategies. We ¢aBasure the message delivery time difference between the
look s, e s; as a joint decision made by the sender and thgoposed algorithm and the static optimal one. Our goal is to
jammer, wheres denotes the multiplication of Correspondingjeve|op an adaptive frequency hoppmg a|gorithm that aelsie
entries ins; ands;. We say that at timeslatthe sender and asymptotic optimum with boundeggret.

jammer jointly introduce @jain gy, = 1 for channelf if the  |n this work, we introduce online optimization tech-
value of thef-th entry ofs; e s; is 1. Note that the receiver njques [14], [15], [16] into the design of frequency hopping
knows the state of the channglit has chosen for packet algorithm against bothblivious and adaptive jammers. We
reception: i) if no packet is received ofy gr+ = 0. ii) if evaluate the efficiency of the proposed algorithm by anatyzi
jamming is detected on the received packets, #ien= 0. In  the expected time to achieve message delivery \hiigh

[12], accuratedifferentiation of packet errors due to jammingprobability (w.h.p) and analytically prove its optimalisnder

from errors due to weak links can be realized by looking at thgfferent message coding scenarios. The important netatio

received signal strength during bit reception, even in #gec ysed in this paper is summarized in Table I.

of a sophisticated jammer. iii) if the packet is succesgfull

received without being jammed;;; = 1. Therefore, after 1. RELATED WORK

choosing a strategy,, the value of the gaif, is revealed Anti-jamming communication without pre-shared secret.

to the receiver if and only iff is chosen as a receivingThe requirement of pre-shared secrets prior to the start

channel. The above dynamic frequency hopping problem cammmunication creates @rcular dependency between anti-

be formulated as multi-armed bandit problem (MAB) [13]jamming spread spectrum communication and key establish-

where only the states of the chosen arms are revealed. ment [6], [7], [8], [9], [5]. This problem has been recently

identified by Strasser et al. [6]. To break this dependerey, t

lotherwise, the solution is straightforward. For exampfethe receiver 5 thors proposed an uncoordinated frequency hopping (UFH)

knows that the sender and the jammer both choose the chamamelemly, h b d hich f Diffi I k

then his best strategy would be randomly choosing chanpelisten too as scheme based on whic messag?S of Diffie-Hellman ! ey ex-

proved in [5]. change protocol can be delivered in the presence of a jammer.

fei

fei s=1
The total gain over all chosen strategies up to timesiist



TABLE |

A SUMMARY OF IMPORTANT NOTATION. [17], .[15], [18], [16]. The decision makers has to choose a
path in each round such that the weight of the chosen path be
Symbol Definition as small as possible. Because the number of possible pathes
]? ;:Off Or:thogolna}l changels ¢ each fimesiof is exponentially large, the direct application of [14] toeth
s Of channels Tor sending at each timesIo H _
ko # of channels for receiving at each timeslot shortest path prOblem results a too Iarge bourel, depen
k; # of jamming channels at each timeslot dence on/N. To get rid of the exponential dependence on the
]i[ ioff p?cl:etS_ for ir?#smissi_on " number of edges in the performance bound, the authors in [15]
Ol strategles a e receiver siae H . .
I chosen strategy at timeslot [18] de3|gned algorlthms for shortest_ path problem usirgy th
i a strategy in the strategy set exponentially weighted average predictor and the follbe~t
f chanrf\el err:try (irl}deX).in alstrategy vector perturbed-leader algorithm. However, the dependence of nu
gf.t gain for channelf at timeslott : : : -
ol gain for strategyi at timeslott ber of r(_)undsT |gn their algorlthgns is much worse than that
Gi,t gain for strategyi up to timeslott of [14] (l.e., O(T3)[15] and O(T4)[18]) In [16], the authors
G total gain over chosen strategies up to timeslot consider the shortest path problem under partial monigorin
T # of timeslots (rounds) model and proposed an algorithm with performance bound
C covering set

that is polynomial in the number of edges. In this paper, we
formally define the optimal uncoordinated frequency hogpin
problem and analyze it under partial monitoring model [16],
Due to the sender and the receiver’s random choices on thieere only the gains or losses of the chosen arms are revealed
sending and receiving channels, the successful recepfiont@the decision maker.

fragments is achieved only when the two nodes coincidgntall
reside at the same channel during the same timeslot. Follow-
ing the same idea, [7], [8], [9] investigated uncoordinatet} Solution Overview

direct-sequence spread spectrum (UDSSS) schemes suitingy this section, we focus on developing the frequency
for delay-tolerant anti-jamming communicatioad,, delay- hopping algorithm for the receiver. Obviously, the efficgn
tolerant broadcast communication). Similar to UFH, UDSS& such frequency hopping algorithm depends on the follgwin
allows a sender to hop among a public set of spreadisgtting: the message siz@/|, message and packet coding
codes for the anti-lamming purpose. At the receiver sidgpproaches, the frequency hopping r#ite and the sender’s
the receiver adopts the “try and see” method to brute-fora@d the jammer’s strategies. For simplicity, we do not abersi
decode the message, which inevitably introduces additioqmcket coding as it can be easily realized using error-cting
delays. The existing UFH-based anti-jamming approachesdes. We also follow the same message coding technique
however, are almost all based on ad hoc designs of frequeagy in [5], which provides online message fragment/packet
hopping strategies, and only analyze the expected messaggfication as elaborated below.

delivery time. The first work on efficiency study of UFH-Message coding and verification:The messagé\/ is first
based communication is recently proposed in [5], which givgartitioned into multiple fragments for transmission. Let

an intuitive optimal result for the case of random jammingenote the number of resulted fragments (potentially after
attacks onlyj.e., if the sender and the jammer both choose theding). Given a desired probability of message delivery,
random strategy, the receiver’'s best choice would be randdie sender can determine the number of timeslots/rounds
strategy. T for message transmission (Parameter selection will be
Online optimization and multi-armed bandit problem. discussed in Section V). For each messdde the sender

In online decision problems, a decision maker performs generates a new public/private key péif.s, kpr;). Then, the
sequence of actions to minimize the difference between tbender encapsulates each fragmeftinto a packet, denoted
combined cost of the algorithm and that of the best fixaay p; := kpus||i]|l||T']|M;]|Sigr,,, (kpu| |3 [1||T||M;). As in

one afterT” rounds. In the full-feedback case where the loss§s], we use short signatures [19] to generate the signature
(or gains) of all possible actions are revealed to the damisiSigr,,, (kpus||i||[||T]|M;). Upon receiving a packet, the re-
maker, many results are known. These results show thatdiver uses the received public key to verify the integrity o
is possible to construct online algorithms achieving regréhe packet. If verification fails, the packet is dropped amal t
O(y/Tlog N) , almost as well as the best &f experts. Multi- receiver concludes that the channel on which this packet is
armed bandit problems (MAB) are an important abstractiaeceived is jammedi.e.,, the jammer inserts bogus packets
for decision problems that incorporates an “exploration vever this channel. Note that since the public and private key
exploitation” trade-off over an online learning proces8][1n pair is updated for each message, packets signed with the sam
a bandit setting, the decision maker knows only the loss (private key belongs to the same message.

gain) corresponding to the action it has made. This adviafsar Discussion. Note that the receiver cannot be overwhelmed
MAB problem was considered in [14], where an algorithrby Denial of Service (DoS) jamming attacks for the follow-
achievingO(y/T N log N) regret for theK -armed bandit prob- ing reasons. First, since the scheme is itself a UFH-based
lem was proposed. The online shortest path problem, whichcismmunication, the receiver will not be able to receive all
a special case of online optimization, has been widely etlidithe packets (either from the jammer or the sender) in the

IV. THE PROPOSEDAPPROACH



continuous timeslots anyways. Second, the public key afd¢gorithm 1 An MAB-based algorithm for UFH
private key pair is updated for each message. When the serdeut: n, k-, § € (0,1), T, 8 € (0,1], v € (0,1/2], n > 0.
transmits a message (which is divided into multiple pagketdnitialization : Set initial channel weighty o = 1 Vf € [1,n],
the receiver will keep the verified packets (belong to theesarmitial hopping strategy weight; o = 1 Vi € [1, N], and initial
message) until all packets of this message are receivedr Afbtal strategy weighi?Vy = N = (,Z )
this, the packets of this message are deleted. Third, wreen Bor timeslott = 1,2,...,T
jammer replays a legitimate packet, 1) if it interferencéhw 1. The receiver selects a hopping stratefly at random
the sender’s packet in this timeslot, the receiver will glyic according to the strategy’s probability distributign;,
detect this jamming using techniques in [12] and discard it; v; e [1, N], with pi.: computed as follows:
2) even if the receiver receives a legitimated packet from
the jammer (in this case the sender does not transmit in this is = { (1- 7)% + % ifieC

it — (1 .

timeslot, otherwise jamming is detected [12]), the verifama 7)1&;**1 if i ¢C
of this packet will not overwhelm the receiver in this tinasl _ ! 3
This packet is kept for future message reconstruction dnly i2: The receiver computes the probabilify, Vf € [1, 7], as
the public key of this packet is the same as the other received W . . .

. . i fes Wit— eC:fe
ones and the packet has never been received before; otherwis gy = Z Pit = (1—7)Z ’;; ! —|—7|{Z |C|f i
it will be discarded immediately. i:f€i =1

Frequency hopping: As stated in the system model, none ;. The receiver calculates the channel gain_1 Vf € I,

of the three partied,e, _the sender, jammer and_ re_ceiv_er, ha_\s based on the outcomes of jamming detection and integrity
the knowledge regarding each other’s transmission/jammin grification. Based on the revealed gaifs_1, it com-

strategies. The receiver, however, learns the stategs{os) putes the virtual channel gailg§t Vf € [1,n] as follows:
of its previously chosen channels. Accordingly, it can dyna ’
ically adjust the receiving channels for the coming timeslo , { gfq*;—tﬁ if channelf € I,
On the jammer side, aoblivious jammer, which does not Ire =9\ B2 oththerwise.
qf.t

see the receiver's past decisions, chooses the target jagnmi
channels upfront; amdaptive jammer may carefully choose 4 The receiver updates all the weights as;;, =
the target jamming channels to outwit the receiver's stjate  wy 190, wiy = Ipeiwy, = wi—1e™it, W, =
by utilizing his past experiences. Our algorithm desigresak vazl wit, Whereg; , =3¢, 9%,
into consideration both types of jammers. End
The main difficulty in designing any channel hopping al-
gorithm for optimized efficiency is to appropriately balanc
betweerexploitation andexploration. Such an algorithm needsfor each strategy directly is that the gain of each channel ca
to keepexploring the best set of channels for transmission gzrovide useful information about the other unchosen grate
jammer may dynamically adjust his strategy. The perforreancontaining the same channel. The paramgtirto control the
under any static frequency hopping strategy will be indljta bias in estimating the channel gag'l;ayt.
degraded by an adaptive jammer. At the same time, theAt the beginning of each timeslot, the receiver chooses his
algorithm also needs texploit the previously chosen bestown strategy based on certain probability distributioy,
strategies as too much exploration will potentially undiéne where the introduction of is to ensure thap; ; > % so that
them. To meet this challenge, we propose an efficient aadmixture of exponentially weighted average distributionl a
effective online learning algorithm that achieves a prdpsr  uniform distribution can be used [13]. A sétof covering
ance betweemxploitation and exploration and consequently strategy is defined to ensure that each channel/frequency is
ensures the performance optimality. sampled sufficiently often. It has the property that for each
) channelf, there is a strategy< C such thatf € i. Since there
B. An MAB-based Algorithm for UFH are totallyn channels and each strategy includgeschannels,
In this section, we describe our MAB-based algorithrve have|C| = [7-]. Note that we useains instead oflosses
for UFH as shown inAlgorithm 1, whose performance isin both our notations and analysis, as we are interested in
asymptotically optimal. the number of successful packet reception attempts instead
Let N = (,j) denote the total number of strategies atf delay loss in the shortest path problem. The following
the receiver side. As shown in the algorithm, each stratetiyeorem is based on that of [16] with necessary modifications
is assigned a strategy weight, and each channel is assignetha simplifications required to accommodate for the optimal
channel weight. During each timeslot, the channel weight frequency hopping problem.

is dynamically adjusted based on the channel gain revealedrheorem 1: No matter how the status of the channels

fo the receiver. The weight of a strategy,, is determined change (potentially in an adversarial manner), with prdigb
by the product of weights of all channels of the strateggt least] — &, the regret of our algorithm is at most
and some random factors used &sploration. The reason to '

estimate gain for each channel first instead of estimatimg ga 6k.vVTnlnn,




while 8 = /£ In2 v = 29, np = /B2 and T > Theorem 4: When ! > 36(1 + ce)k,n/(c — 1)%€2, our

max{ & In 2, 4nlnn}. algorithm is (1 + ce)-static approximation for any constant
Proof: Due to space limitations, the detailed proof i§ ~ L. _
provided in the full version [20]. m Proof: According to Lemma 3, to reconstruct a message

o i with [ packets with high probability in tim&’, the static opti-
Theorem 1 shows that iii’ timeslots, the difference between,, o so1ution need to collect at leasin I packets. Therefore

the number of successfully received packets using A|98[Jr algorithm receivegl + ce)lInl — 6k,+/(1 + ce)Tnlnn

rithm 1 and that using the optimal solution is bounded bﬁfacketsir‘(l—kce)Ttime. Whenl > 36(1+ce)k,n/(c—1)%
6k,vVTnlnn. It is easy to see that the normalized regret Gf,o number of packets is no less thant ¢)l In . According

Alg_orl_thm 1 converges to zero at im(l/ﬁ) rate asl’ goes i, | emma 2, the probability to reconstruct the message is at
to infinity. In the next Section, we will analyze the dela)feaStl 1 -
e

performance between our strategy and the optimal ones.
Theorem 5: When the sender and jammer are using the
uniformly random strategy, the static optimal solutioniaehs
In this section, we analyze our algorithm in different casesame expected gain as the adaptive optimal solution.
As we discussed above, the size of data packet for trangmissi  proof: When the sender and jammer are using uni-
cannot be too large. Therefore, the message for transmissi@rmly random strategy, the expected gain on each channel
should be divided into small fragments or packets. Howevex, %m per round/timeslot. Therefore, both the static and

n

since the transmission process is not reliablg, data packets adaptive optimal solutions achieve expected gaifs ="
may be jammed, no algorithm can guarantee the message §gfround/timeslot. " 'm

be delivered in certain time with probability00%. So we . . )

consider the expected time usage such that a message couldf}gPrems 4 and 5 imply that our algorithm is al§o+ ce)
delivered withhigh probability. Herehigh probability means @daptive approximation for any constaat > 1, when !

the probability tends td when total number of packets tenddS Sufficiently large, and the senderjammer are using the
to infinite. uniformly random strategy.

We say an a_IgorithmA is_ a-dtatic (adaptive, respectively)  Theorem 60 When 1 > 36 n’ m;n({ks_yllzf)-,?f_klj)}z(ljce)’
approximation if and only if . o mingh k] o (n—kj)(e—1)%e o
1) Satic (adaptive, respectively) optimal solution can trans-?lgor'thm IS e (n—k;) (1-+ce)-adaptive approximation
mit a message successfully with high probability- ll or any constant > 1'_ . ) i

in time T', where constant > 0. Proof: The adaptive optimal solution gét'l" packets in
2) Algorithm A can transmit the message successfully i {iMme in expectation wheré" = min{k;, ks, n — k;}. We
time oT with the same probability — L. know that it is necessary to collects at ledsi! packets to
_ I reconstruct the message with high probability, which iegpli
A. Wthout Message Coding KT > llnl. On the other hand, since the static optimal

We first analyze the performance of our algorithm in thgolution coIIectkr%"_—kf in expectation each round. There-

case where no message coding methods are used. Each foes; in time#j_mK(l + ce)T', our algorithm collects at
sageM is divided intol packetsM;, Ms,--- , M; with the ) !

n2
same sizej.e, |M;| = |M|/l for all 1 < i <. All [ packets leasu{(1+ce)T_6kT\/krks(n—ka‘)K(l +ce)TnInn packets.

of messagel/ must be received before the messdgecan When! > 36 m,i“&{ss_ff)’?c’_kf)lg*“), the above formula is
s J

be reassembled. Since the sender cannot get any feedhagkess thar(1 + ¢)/Inl. So the probability to reconstruct the
from the receiver, he has no idea about what kinds of packetessage is at least— ;. [ |
have been received. Therefore, in our protocol, every time t

sender want to send a packet, he will pick up a packet with Wth Erasure Codes

the same probability /1.

V. PERFORMANCEANALYSIS

our

We also consider the case where erasure codes are used in
Lemma 2: Receiving(1 + ¢)/1n! packets, the probability the transmission. Erasure codes allow for schemes where a
that reconstruct the original message is at l@ast., for any message can be reconstructed if only a subset of all packets
constante > 0. is available. Near optimal erasure codes encode a medgage
Proof: When receiving1+¢)l Inl packets, the probability into ¢! packets of sizgM|/(I — €) such that any subset of
that at least one kind of packet is not receiveg is (i)(l — [ packets can be used to reconstriiét Example of (near)
%)(He)llnl < g(%)(lﬂ%) Inl _ ll So the probability that all optimal erasure codes are: Reed Solomon [22] and Tornado
kinds of packets have been received is at |€aStl%- m [23] codes. In our protocol with erasure codes, every tinge th
sender want to send a packet, he will pick up a packet with

Lemma 3: Receivingl In/ packets, with probability at least the same probability /cl.

1 —e~'/4, the original message cannot be reconstructed.

Proof: Here we use the result of Lemma 6 in [21]. Lemma 7: Receive (¢ + ¢)l packets, the probability of
Receivingl In ! packets, with probability at least—e—1/4, at reconstructing the original message is at Ielastlls, for any
least one kind of packet is not received. B constant > 0.



Proof: When receivingc + €)! packets, the probability  strategies: static sending strategy and random frequeogy h
that at least(c — 1)l + 1 kinds of packets are not receivedping strategy; the jammer chooses from three strategigtc st
is aroundp < (lfll)(lg—ll)(c+6>l. According to Stirling’s random and adaptive jamming strategies, and the receiver
approximation we have(Z)" < n! < e(2HL)"t! we get chooses from three strategies: static receiving strataggom
p < cl@gl(CTcl)(c—l)lJrlcl—lC(CL)L < I¢ whenel > % and adaptive frequency hopping strategies. Note that i) In
Therefore, the probability that at leabtdifferent kinds of Static strategy, the chosen channels remain unchanged for a
packets have been received is at least L. m timeslots; ii) In random hopping or jamming strategies, the
. . channels are chosen uniformly at random from a public fre-
ﬁ?}ﬁ;ﬁﬁ 6 whered is a small constant s_atlsfymg Z qguency set; iii) In adaptive hopping or jamming, the chasnel
“a(1t5)  We can reconstruct a message with probability 8fe chosen based on the MAB-based algorithm. Also note that
least1 — 7 after receiving(1 + 6 + €)l packets. _ the adaptive jammer, which knows whether he succeeds in
It is also obvious that to reconstruct a message, it jsmming the transmitting channels (where both the sender

necessary to collects at ledspackets. and the receiver reside on in a timeslot) for all the past

Theorem 8: When! > 36(1 + 6 + ce)k,.nlnn/(c — 1)22, timeslots, is too powerful and thus infeasible in reality.our

our algorithm is(1 + & + ce)-static approximation for any simulation, we also compare the performance of our proposed

constantc > 1. approach with that of the receivessatic optimal strategy and
Proof: The proof is similar to that of Theorem 4. Toadaptive optimal strategy. Thestatic opt is a fixed strategy

reconstruct the message with high probability, it is nemgss chosen to maximize the number of received packets (tota) gai

to collect at least packets in timel". Whenl > 36(1 + § + overT timeslots. Theadaptive opt, which constantly chooses

ce)ky,nlnn/(c — 1)%€2, in time (1 + & + €)T, our algorithm the best strategy in each timeslot and obtains maximized

will collect at least(1 + 6 + ce)l — 6k,+/(1 + 0 + €)Tnlnn > number of received packets, is actually infeasible in tgali

(1 + 6 + €)l. Therefore, the probability that the message cad hence serves as the theoretical efficiency upper bound in

be reconstructed successfully is at lekst L which finishes our simulation.
the proof. n We use a three-element tuple to denote the three parties’

o . . . respective strategies in a particular simulation scena,
Similarly, Theorem_s 5and 8 |.mpl)./ that our algorithm is alsoran sta mab” denotes that the sender chooses random hopping
(1 + 0 + ce)-adaptive approximation for any constant>

1 if [ is sufficiently large, and sender/jammer are using thstratggy, the jammer chqoses static jamming strategy and th
uniformly random strateg;/ We also have following theore - celver chooses_ adaptive frequency hopping strate_gy (
The proof is similar to that. of Theorem 6 nf\/IAB—basfed algorlthm for UFH). For egch strategy setting, we
P ' run the simulation for 1000 rounds. Without loss of genéyali
Theorem 9: When ! > 362 1“"“]’C“’(‘Elk_s}c’“_r)’(’;:’f;jgg””“), we assume the sender and receiver have the same number of
: - n?minf{ko krn—k;} 1 ’ . antennas wittk, = k. = 3. We vary the strategies of the three
our algorithm IS (1 4 0 + ce)-adaptive ap- fies 1o studv th ber of ved kets wh
proximation for any constant 1. parties to study the average number of received packets when
T increases and the cumulative distribution function (CDF) o
Discussion. According to Theorem 5, we know that thethe expected time to reach message deli#@&ryWe also vary

nfk]‘

expected number of packets received per round-£ “—L. the jammer's jamming capabilityk() and the total number
To maximize the number of packets received, we can ssftorthogonal frequencies to study the impact of parameter
n = 2k;. As discussed in Section IV-A, the sender wilkelection on the performance of UFH-based communication.
determineT” and encodeit in each packet. After receiving We further focus on a random sender and evaluate the ef-
the first packet, the receiver knows the parameféed runs fectiveness of our MAB-based frequency hopping algorithm
our algorithm. Given quality requiremer?, which denotes under different packet transmission strategies).( without

the probability that the receiver can receive the messdge, toding and with erasure coding). We show that, the MAB-
sender can decide a feasilile as follows. The sender first based algorithm is asymptotically optimal regardless @& th
estimates a lower bourig for k, and a upper bounkl; for k;.  sending/jamming strategies.

Computee such thatl — - = P. Find a feasible constant> 1 i

such that = 36(1+ 6+ ce)k,nInn/(c—1)22. The total time A Wthout Message Coding

nfkj

of transmission will bel” — (1+5+ce)l/kr%—. Theorem  We first evaluate the performance of the UFH-based com-
8 can guarantee that the receiver will obtain the messade wiunication without using message coding. The purpose of the
probability at leastP. simulation is to compare the performance of our MAB-based
algorithm with that of static strategy and random hopping
VI. SIMULATION RESULTS strategy at the receiver, under different strategies os#raler
In this section, we conduct extensive simulations to vaétidaand the jammer. Fig. 1 shows (i) the average number of
our theoretical results and demonstrate the performancere€eived packets versus the number of timesiBysafid (ii) the
our MAB-based algorithm under various jamming attacks, tH@DF of the expected time to achieve message delivery under
sender’s frequency hopping strategies and packet trasgmis different strategy settings given= 20, k; = 7 andn = 2k;.
strategies. In our simulation, the sender chooses from t&ince the MAB-based frequency hopping algorithm enables
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Average number of received packets vs. the numbemudstots

(T) and CDF of expected time to achieve message delivery rudifferent

strategy settings (without message coding)

static one since the receiver has “learned” the best set of
channels for transmission. In Fig. 1 (b), we find that the
message is successfully received with high probabilityleef

the completion of the receiver’s learning. That impliesttha
using our MAB-based algorithm for UFH can achieve more
gain when the message size is large.(/ increases). Note
that since both the sender and the jammer choose the static
strategy, the static opt and the adaptive opt are the same in
this case.

We next consider the case when the sender chooses random
hopping strategy and the jammer chooses static jamming
strategy. Here, we also assume that at least one of the
receiver’'s chosen channels is not jammed when using static
strategy. Fig. 1 (c) and (d) show that in this scenario, our
adaptive hopping strategy still performs better than tlaicst
and random strategies. However, the gain difference besome
smaller between using our adaptive strategy and the random
strategy due to the random hopping strategy used at thersende
side. We further consider the case when both the sender and
the jammer use random strategies. Fig. 1 (e) and (f) show that
our adaptive strategy and the random strategy have almest th
same performance. This is because, in the learning process,
the receiver gradually adjust itself to a random strateggmwh
facing a sender and a jammer both using random strategies.
Note that the performance sfatic opt deteriorates much due
to the random strategies used by the sender and jammergFixin
a random sender, we explore the performance chdaptive
jammer in Fig. 1 (g) and (h). The results show that although
being up against an adaptive jammer, the performance of
our algorithm is still fairly good. In general, by using our
MAB-based frequency hopping algorithm a high level of
performance is achieved regardless of the sending/jamming
strategies.

We next study the impact df; andn on the performance
of UFH-based communication when our adaptive hopping
strategy is used at the receiver. Assume both the sender and
the receiver use random strategies, we viaryfrom 3 to 9
in our simulation. As expected, in Fig. 2 (a) and (b) the
results show that the increasekgfgreatly reduces the number
of received packets and delays the message delivery time
especially wherk; approaches:. In Fig. 2 (c) and (d), by
settingk; = 7, we varyn from 8 to 18. The results show that
the maximum expected number of received packets is obtained
whenn = 2k; = 14, which matches our analytical results.

the receiver toexplore the best channels for transmission, iB- Message Coding Using Erasure Codes

will perform better than the static strategy and random fvggpp

Compared with no coding case, by using erasure codes for

strategy in a “static” environment. As shown in Fig. 1 (ajnessage coding, the messagecan be reconstructed if any
and (b), when both sender and jammer use static strategledjstinct packets are received. Since the size of the packet
static receiving strategy performs the best and the rand@mol is enlarged, the probability of picking the same padket
hopping performs the worst at the start of communication (heduced. This results in less time in collectingjstinct packets
reality, by using static strategy the receiver’'s channetsy mfor message recovery. Following the same parameter sgtting
be totally jammed or not overlap with the sender’s channelss above, we focus on a random sender and evaluate the
Here, we assume that the receiver chooses at least one thapedormance of our adaptive frequency hopping strategeund
that is used by the sender and not jammed.). However, different jamming attacks. Fig. 3 plots the the CDF of time
T increases, our proposed adaptive strategy outperforms thaeach message delivery when different number of encoded
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Fig. 3. CDF of expected time to reach message delivery wakwee codes.
[13]

packets are generated using erasure codes. The results
that given the probability of message delivery, the inceass

can help reduce the message delivery time. Similar to pusvid15]
results, our adaptive hopping strategy performs the beshwh

a static strategy is used by the sender or the jammer. We glgg
note that as: becomes larger, the impact of message coding

outweighs that of using different jamming attacks. 7

VIl. CONCLUSION [18]

In this paper, we introduced the online optimization theofyg,
into the frequency hopping strategy design and, for the first
time, made thorough quantitative performance charaeteriz20l
tion possible for UFH-based anti-jamming communications.
Specifically, we proposed an efficient online adaptive UFH1]
algorithm achieving asymptotic optimum and analyticaIIYZZ]
proved its optimality under different message coding sdesa o3
Extensive simulative evaluations were conducted to vidida
our theoretical analysis under botiblivious and adaptive



