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Abstract—

Building and operating a large backbone network can take
months or even years, and it requires a substantial investment.
Therefore, there is an economical drive to increase the utilization
of network resources (links, switches, etc.) in order to improvetie
cost efficiency of the network. At the same time, the utilization of
network components has a direct impact on the performance of
the network and its resilience to failure, and thus operational
considerations are a critical aspect of the decision regarding
the desired network load and utilization. However, the actual
utilization of the network resources is not easy to predict or
control. It depends on many parameters like the traffic demand
and the routing scheme (or Traffic Engineering if deployed), and
it varies over time and space. As a result it is very difficult to
actually define real network utilization and to understand the
reasons for this utilization.

In this paper we introduce a novel way to look at the
network utilization. Unlike traditional approaches that consider
the average link utilization, we take the flow perspective and
consider the network utilization in terms of the growth potential
of the flows in the network. After defining this new Flow
Utilization, and discussing how it differs from common definitions
of network utilization, we study ways to efficiently compute it
over large networks. We then show, using real backbone data,
that Flow Utilization is very useful in identifying network state
and evaluating performance of TE algorithms.

I. INTRODUCTION

introduce a novel utilization metric that can be used tovallo
a better view of the network state.

Traditionally, the main parameter used to describe network
utilization is link utilization. For each link, utilizatio is
defined as the amount of traffic traversing it divided by the
link capacity. Since modern networks consist of many links,
the (weighted) average of the link utilization is used as a
single number representing network utilization. Note tifet
time frame here is important since the average utilizatibn o
a link over short time periods is very noisy. For performance
management usage it is common to average link utilization
over five minute periods.

While link utilization is an important metric and indeed
provides meaningful information, it is not always suffidien
First, examining some percentiles or max link utilization d
not provide enough information. It is not clear how to evédua
a given maximal link utilization. What really matters is the
link utilization distribution over all the network links drover
time.

Second, link utilization does not necessarily reflect netwo
performance, as it is possible and even common for the link
utilization to be much lower than the actual traffic, due tdtbu
in redundancy (addressing possible failures) and in order t
allow flows (demands) to grow. The additional traffic that the

One of the worst kept secrets in the networking industry igetwork can really accommodate depends on the specific TE

that utilization of backbone links is very low. In a papetetit

“Data Networks are Lightly Utilized, and Will Stay That Way”

used as well as on the utilization of links and on the demand
pattern.

Andrew Odlyzko (then at AT&T Research-Labs) argued that rinally, the link utilization does not tell the story frometh
this is a fundamental property of large scale networks aatl thyjient side, and does not describe how any specific user is

this situation is unlikely to change (see [1]). In this paper

re-examine these observations and challenge that cooolusi

experiencing the network.
In this paper we introduce a new view of network utilization

Clearly, the economic pressure pushes operators to ircreasne fiow view!. We define a new notiorGeneralized Flow

the utilization and thus increase the return on their inmest. yijjization (GFU) which is a quantitative measure for the
On the other hand higher utilization may have an operationgjjjity of the TE mechanism to support the current demand
impact on the service and too high utilization may causedrighy possible growth (of the same set of demands). We compare

levels of packet loss, or serious crisis in case of link failu

the traditional link utilization data from one of the Google

The actual utilization of the network resources is not eagsckhone networks to the flow utilization, given the TE
to measure, let alone predict or control. It changes quitkly scheme, and show that the new view indeed provides more

time and in space, and it is hard to draw decisive conclusiopgight regarding the full picture of network utilizatiohan
by looking on summary statistics. However, hard as it m3ye traditional link utilization.

be, understanding the utilization pattern is a crucial Btsp

As indicated by its name, GFU is a general framework

when considering ways to optimize a network and is therefore§ can be used in different ways depending on the choice
important both from the operations point of view as well a§¢ 5 gpecific utilization function. We study theoreticallyet

for cost saving.
In this paper we explore the current state of the art

IN1gince we mainly deal with backbone networks, we consider loregl

this area, try to identify the most important parameters anaggregated flows.



properties of this view from the computational point of viewdata includes a measurement every minute throughout the day
and provide algorithms to compute it for a large set dbr all relevant links, where for each link we collected the
interesting utilization functions and hardness resultsotbier capacity and actual utilization.
(also natural) utilization functions.
We then concentrate on two practical cases, one dealing o Link Uiizaton
with traffic risk assessment and one with longer term plagnin '
and the ability of the network to accommodate growth in oz
flows (demands). We show how to compute flow utilization
in these two cases, and demonstrate the applicability oiusi
the scheme in realistic backbones using real productioa. dat 024
The paper is structured as follows. In the next section we
examine the traditional link utilization view, then in Sect
Il we define the new flow view and study some of its
theoretical properties. In Section IV we examine the growth
motivated utilization and in Section V the risk motivatedeon 018
We provide related work in Section VII and conclude with a sl |
short discussion. S R
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Il. LINK UTILIZATION IN BACKBONE NETWORKS

Historically, it is well accepted that backbone networks ar Fig. 1. Typical Backbone Link Utilization.

poorly utilized, due to the operational constraints andrtbed ]
for stable fault resilient network solutions. However most A large backbone network has many links, and can have

the information on this topic was kept confidential by th&ven thousands of data points per day, depending on the time
operators and not very many research papers addressed Skde at which we samp!e each of these links. This amount of
important issue. One of the most notable early exceptionsd@t@ can be overwhelming for humans to look at, hence the
the 1999 paper by Andrew Odlyzko (then at AT&T ResearcH€€d to present a compact yet meaningful view of the data. A
Labs) titled: “Data Networks are Lightly Utilized, and Will classical point of view is théink Utilization view. Here, at
Stay That Way” (see [1]) each point in time we look at the (weighted) average utilizat
: i i ik fl
Later on, in the early 2000s, a series of papers describ®g@ll of the links. Per timestamp, we compujglC oty We

backbone data from Sprint Networks (see [2], [3]). Agairfiverage this nl_meer over all the links per tlm_esta_lmp weihhte
the average utilization of the links is very low (aroundy their capacity. The results are presented in Figure 1. One
10%) and links are reported to be utilized over 50% Ongzn see that the average link utilization varies over the day
when there are failures in the network. This common belig@€tween 17% and 29% with a typical daily pattern. The pattern
about operators maintaining low utilization is well debed IS Very smooth and similar when examining different days.
in the talk from NANOG 2002 (see: http://www.nanog.Th's is expected, given the network size, as averaging the
org/meetings/nanog26/presentations/telkamp.pdf), revhibe _ut?lization of links smooths out the extrgme cases. However
author explicitly talks about the backbone planning preceg is these extreme links, network operations care mosttabou

and says “.. upgrade (buy new capacity) at 40% or 5060 the other hand, not all links that are highly utilized ot no
utilization”, where the goal is to arrive at “maximum 759tilized are always interesting. We would like to represieet
utilization under (a single) failure”. Similar utilizatio ability of the network to scale, or ability to accommodate fo

numbers in backbone links during the years 2007-20080re traffic somehow. . o .
are reported in http:/arstechnica.com/uncategorigggmg/ !N terms of capacity planning, a link is useful if it was
what-exaflood-net-backbone-shows-no-signs-of-os ez utilized sometime during the releva_nt period. To chgf:k,t_ms
Very recently, it was reported that the emerging us¥€ plot_ted in Figure 2 the cumulative pe_ak_dal_ly u_uhzgupn
of Software Designed Networks (SDN) (see [4]) on tth the links in two separate datgs. The distribution is samll
Google backbone was motivated partially by the need 18 both days, about 6% of the links got to 100% utilization,
increase utilization from the aforementioned 40%-50% R}t Only about 30% of the links were ever utilized over 50%
close to 100% utilization (see http://www.networkworlshey during that day. o .
news/2012/060712-google-openflow-vahdat-259965.html) This still reveals very little information about the actual
Note that going in this direction (dramatically increasthg Utilization of specific links over time. In Figure 3 we presen
backbone utilization) requires a powerful network plagnin{OU' typical graphs. We note that the type of traffic the link

component, an improved monitoring ability and a deepgfarries and the geographical location of the link have atgrea
understanding of where the bottlenecks are. impact on this behavior. The real date was anonymized. Some

During 2012, we collected data from a part of the Googllé':nkS are bursty while others are smooth, some are highly

backbone that was not C_ontm"ed by .SDN' The data Wa&This is actually the sum of link flows over the entire networkided by
collected from backbone links over typical work days. Thige sum of link capacities.
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Link Utilization of several links.
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I11. FLow UTILIZATION

The utilization of backbone networks, as reflected from the
available link utilization data described in the previoastn,
seems to be low. However, this view is based on link data and
it represents the state from the infrastructure point ofvvie
Another relevant aspect is the user (or customer) view which
may be better described by the flow in the network. Thus,
we suggest an alternative definition for the tebackbone
utilization based on looking at the problem from a flow
perspective. In the context of backbone networks, the flows
are long lived aggregated entities going from ingress nodes
to egress nodes over the backbone. This approach can provide
greater insight into the actual performance of the netwiorkes
it treats the flows as the “basic entities” rather than thkslin
and uses metrics to measure flow utilization rather than link
utilization. One obvious gain from the flow point of view is
the ability to distinguish between different types of flomda

utilized while other are not. Also, the geographical locati give the required weight to the more “important” flows. This
of links with similar behaviour can shift the time of theiris much more complicated to do in the link utilization view,
peak utilization. In many cases operators manually monitsince the same link with its entire capacity serves many flows
important links. These could be links of critical impact &'t  The link utilization view summarizes the network state by
service level, links that are prone to fail, or expensivkdin a vectoru = (u1,us,...,u,), wherew; is the utilization
For these links the exact behavior is studied and in manyscagé link i, and n is the number of links in the network.
manually optimized. However, it is not scalable to do this foThe network utilization is the average of all elements
every link in the network and other methods are required eighted by their capacity. We wish to develop a similar sect
order to monitor the performance level of the entire networki = (ay, as, . .., oy, ), Wherea; represents the state of floy
One way to do this is of course the average utilizatioandm is the number of flows in the network.
number. A more detailed information is presented in the There are various options or objectives when defining this
cumulative utilization graph corresponding to one linkglie vector and the specific choice of the exact valuenpfwill
4 depicts such a graph for a specific link out of the many linkepresent a different aspect of the current network or the TE
considered in Figure 1. The x-axis shows link utilizationels performance state. We want to look at a subset of these gector
and the matching y-axis is the fraction of time the link wawhich we calladmissible
utilized above that level. For instance, the link we examiine Consider a network with feasible flowg;, f,..., fi;
was over 20% utilized 80% of the time, and reached a petiat is, the flowsf, fs,..., f,, are routed in the network
utilization of almost 70% in a very small fraction of the timewithout violating the capacity constraints. We say that etee
One can see here what fraction of the time the link was highty;, s, . . ., o, IS admissibleif it is possible to route the
utilized during this day, and from this get a better view daf thflows a1 f1, as fs, . . ., aun frn together in the network. Clearly,
load distribution in the network. if Vi, «; = 1 then the vector is admissible. We only consider



vectors withe; > 1 for everyi. In most cases, the TE schemés admissible and a network in whidh(n¢, o) is admissible.
implies restrictions on the flows (e.g., by dictating thattea In particular, fork = Q(n) it is NP hard to approximate
flow can only use a specific set of paths, or that the ratio(k, ) to within a factor ofn!~<.
between the different paths of the same flow must be fixed). Proof: The proof is by reduction from independent set.
In these cases, we require that the flowf,, aa fo, ..., amfm  Let H = (Vy, Ey) be a graph, where we want to knowif
will respect these restrictions. has an independent set of size We build a new grapit,

As mentioned before when discussing link utilization, prexvhere all the capacities of all edges Ghare exactlyl + «.
senting the data is an important issue and presenting a setrhé graphG will have |Vg| + 2|Ex| + 1 vertices:
parameters (the;) for each timestamp is indeed problematic. 1) It will have one target vertex
To address this point we define a single parameter, based oQ) It will have V3| source vertices, denoteg, for every
the values ofw;, that represents the network flow utilization s € Vi Each of these vertices will originate a flow#o
state. Let F be the total flow in the network at a given time, 3) For every edge € Ey, it will have two verticese;,
then theGeneralized Flow Utilizatio(GFU) is defined by:

ande,,;.
k Each flow can only use one specific path, and the edges of
GFU = 1/FZ fiU(1/ ), G are the edges of all the these paths. For each source vertex
i=1 s, whereh € Vi we define a flow: Lee!, e?, ..., e" be the
whereU is a nondecreasing utilization function. Hgtz) = €dges adjacent to the vertéxin the original graph#. The

x, this value is the weighted averagelofo;, which is always Path of the flow which starts frors, is
(like the average link utilization) a number betwegmand 1.
The exact meaning of this value depends on the exact set of

adm|53|bleas. . . e The flow f; will consist of s; passing one unit to the target.
Given a set of flows, if there is an admissible vectofpe following claim is easy:

a1, a,. .., ay, Such that alla;’s are large, then the network Claim 1: The graphH has an independent set of sikzf
is under utilized. It is easy to check whether a given vectar, | only if V(k, ) is admissible forG.

a1, s, ..., any IS admissible, but it is computationally infeasi- '
ble to characterize the set of all admissible vectors. Theze For
we look for vectors which provide useful information regardG
ing the state of the network and the flows. We require the
following conditions from all the vectors we examine:

—el e, ... el el st

1 1
Sp — €;, — € out

out

Proof: Suppose thatl has an independent détof sizek.
everyh € U increase the flow frons;, by a factor ofa.
iven h,u € U the paths they have tbdo not intersect.

For the other direction, iV (k, ) is admissible, lelV be

) S the set of flows which are increased. For apys, € U their
o Measuring utilization across the board. Commonly IBaths to the source do not intersect, and thus are not

every network there is a flow that can easily be increasﬁ@ighbors inZ. Therefore, we can le; = {h: s, € U}
(e.g. a flow between two adjacent nodes which happgg 5n independent set H., =

to be a source-destination pair of a link). The interesting his concludes the proof of the lemma -
question is whether there are many flows which can beOn the positive side we can show, that for many natural

gc;tgasid tsr:multanetousht/. o tilizati f links in th utility functions (i.e., choice ofU) we can find the set of
* e:[ mgk 0 the swee Spi .t lver u lea |or:jo T‘I'S Itr'] aluesaq, as, .. ., o, that minimize the value of the GFU.
network can cause packet loss while under utilization is| [ - 5.1 ot Uy(z) = a* for somep > 1. Given a

a waste. We want a metric which captures th_e sweet SPobtwork with flows f1, f2,..., fm one can efficiently find an
\1V|th many values ofy; which are all slightly higher than admissible vecton, , as. . . . , oy, Minimizing:
« Computability. We need to be able to find such a vector k k
in an efficient way. FY fiUp(1/ai) = 1/F Y fi/al.
We start with a negative result. Lé&f(k,«) be the set of i=1 =1
vectors with withk entries equal tex for some valuex > 1, Proof: We find the vectoray, ..., a,, by using convex
and the rest of entries are equalltols there an admissible optimization methods. We write a convex program with
vector of a’s in V(k,a)? This question is interesting forvariables,z;,zs,...,z,,. The constraints are the flow con-

given k, a: it indicates thatk flows could be increased bystraints, wherex; corresponds to flowi. We also add the

a factor ofa without hurting the rest. Thus, for example ifconstraint that:; > f;. The target function to minimize is:

there is an admissible vector i (0.95n,1.2) then packet

loss in most flows should not be too high, and if there is b fip

an admissible vector i (0.8n,4) then the network is under- Z fi(;i)

utilized. However, we show that (k, o)) cannot be computed,

or even well approximated: To show that one can solve this optimization problem
Lemma 1:For anya > 1 ande > 0, it is NP hard to efficiently, we need to show that the target function is cerca

distinguish between a network offlows in whichV (n!=¢ «) (since this is a minimization problem). Formally, we need to

=1



show that ifxq, zo,..., 2, andyy,yo, ...,y obey the flow Given demands, the iterative linear programming approach

constraints, then: of [6] can be used to compute optimal$"") for all flows.
k x This view is useful for determining the relative performanc
2fi P < Zf (fi )p+Zf (fi )P of existing network TE with the optimum possible unified
2 i " < i i(=—)". : ,
; / (wi + Y P i = Y increase in demand.

) , , In production backbones the paths of the flows are deter-
We show that this holds for any term in the sum indepepsineq either by the IP routing protocol or more likely by
dently. It is enough to show that for evesy, y;, the TE scheme, and the utopian view that flows can be sent
o 2 < (i)p n (i)p over an unrestricted set of paths is fa_r from reality. Thus_, i_
T4y o v order to understand the current behavior of the networls it i
useful to compute the vectdn®") corresponding to the
current routing paths of the network flows. That is, all flows
can be increased by a factor ¢&$™") without changing
Vi opHl < 1 . 1 their current paths, all non-blocked flows can be increased b
’ S (1t a factor of (a$™"") without changing the current paths, and

) ) o _ so on. We present two ways to compute thi€°"" in an
The right-hand-side has a minimumrat 1/2, where equality gfficient manner: either by first examining flows, or by first
holds. This finishes the proof of the lemma. | examining links.

It is possible to prove a generalization of Lemma 2 to the 1, compute by examining flows we make use of a sequence

case in which the TE restricts the possible flows, as long ) of the flows blocked at step Define theresidual capacity
as the restrictions done by the TE can be inserted into t4€ink 7 at stepi as

optimization. This is indeed the case for most TE algorithms
and in particular to ones that only allow a subset of the ®ute al)=cl)— > af.f,
to be used for each flow. 1 € path(f):
To capture the idea of a sweet spot between over and under A <if=b
utilization, one may consider a utility function which has wherec(l) is the capacity of link and f is the flow value

different behavior for different values of (e.9. U(z) = 1  Similarly, define theresidual utilizationof link [ at stepi as
if x > 0.8 andU(x) = = otherwise). However, computing

Multiplying by (x; + y;)? and denoting = x;/(x; + v;), this
holds if and only if

the optimala;’s for these functions is NP-complete, with a u(l) = Z I
similar reduction to the one in Lemma 1. éjigé}*;ifb){

We turn to study two natural flow utilization definitions,
each capturing a different objective, and we discuss how toAt stepi, define a growth factor for each floy as
measure them and how to use them in practical network . (1)
setting. 9fi =

min
l € path(f) ul(l)
IV. ACCOMMODATING FLOwW GROWTH Select a flowf with minimal g ;, and set

In this section we consider a vector of values which
predict the capability of the network to cope with larger b= f
demands across the board. As we do not a-priori know which v
demand will grow the most, we take a conservative view, Note that in the above process, there is always a link
and require that the smallest values ®f will be as large such that all unblocked flows througtachieve the minimum
as possible. We call this vecter®", gr.i- This suggests examining the links directly. To compute

Formally let3; be the largest factor such that all demandsy examining links, it is useful to define the sequenceof

can be increased by a factor 6f and still be satisfied by the values assigned to links before assigning these valueseto th
network. Now increase all demands By, clearly at least one flows. SetB, = () and, iteratively fori = 1,2, ...,
link is saturated otherwisg, is not maximal, and thus at least

Growth ___ Growth __ )
Q; = Oy =9f,i

one flow cannot be increased. We denotépthe set of flows o(l) =2ie Path(};)i O‘?rOWthf

that were blocked at this point, and by the size ofb;. We afroh — min 5 Soisisy 7 1)
seta$oh = .. = of"h = 3, and continue to fing, the o ;;up] aih({—,,)]

largest constant such that all demands that were not blocke .

in ?he previous steps can be increased by a fagtaand still gl = {set of all f throughi appearing above\ U B (2)
be satisfied by the network. Again there is a set of blocked =

flows b, and we set the value af'?" = ... = of?¥" = B, Now setaF" = o " for every flow f where f € B;.

and continue this process to generafé®" in general. This ~ Computing by links performs fewer operations than com-
is very similar to the “max-min-fair” vector in the sense oputing by flows. In particular, fewer subtractions are neede
[5]. and those subtractions can be performed once, before hipcki



a link and do not affect subsequent comparisons. This reduceThis sets the ground for another metric capturing the risk
floating-point cancellation and stability issues when margf each flow, or in other words, estimating the risk levels for

flows traverse the same link. each service or user. We call this definitiaffi*< and define
When computing the above process, every flow is blockéidformally as follows:

exactly once. The per-link values appearing in Equationri ca Risk 1

be stored in a mutable priority queue. When blocking a flow, a™(f) =

all of the links that it traverses in the priority queue must max{util(e;)e; € pati(f;)}
have their priorities updated. Removal of a flow with k& Wherec(e) is the capacity ot and
links triggers< k updates of the priority queue, for complexity _ S fi(e)
O(k-logn) of each flow removal. Accordingly, the complexity util (e) = W-
for all updates isO(m - k - logn), where there are. flows
traversing at mostk links each, andm links. The total Directly computinga™k is easy, for each flow along a
complexity including initialization isO((n + m - k) - logn). ~ single path we find the bottleneck link and use it to compute
The order in which links are blocked is also of interest. Thig**. This can be done independently for each flow path and
order precisely prioritizes the links for procuring adalital thus this computation can be easily distributed.
capacity when max-min-fair TE is employed, or, alterndgiye ~ Since o™ is defined in terms of bottleneck utilization
the degree to which such TE is sensitive to congestion aloiiglependently for each link we need first to show that it is
that link when comparable flow patterns exist. indeed admissible.
What can we infer on the network by looking at af™"th Lemma 3:af* is admissible.
vector? Many small values (near 1) indicate that the network Proof: Lete; be an edge and let = . Let F(e) =
is over-utilized, and cannot accommodate growth. If theesal >_.", file € f; be the total flow over and letF’(e) be the
are consistently large over time, the network is undeizetil, total flow overe where every flowf; has been multiplied by
and one can probably serve the clients well with less ressur(zy?is". Let f/ = f;aRisk; be the utilizations of the individual
(contrast this to the link utilization view where low aveeagflows for 1 < i < m. We will show thatF’(e;) < c(e;).
link utilization does not necessarily indicate a waste)e Th Indeed for allz,

worst situation is when there are both small values and large fi

ones. This means that some of the network cannot grow and™ (ei) = Z fi= Z il ’ t

may even experience packet loss or delays, while other parts fi€ei ficei maxc {util(ex) [ ex € path(f;)}

of the network are under-utilized. Moreover, the TE alduorit )

is unable to use the extra bandwidth it has available in the <o Z i . @)

under-utilized links to better serve the demands which &are a - util(e;) "

risk. This situation calls for an assessment of the TE or the i€

network structure. ©)
The measurex®"" is mostly concerned with accommo-pecauser; is one of the links in patfy;). n

dating future demand growth. The next subsection presents a
measure tailored for risk assessment and for estimating the
current quality of service experienced by clients.

V. RISK ASSESSMENT

While the previous definition is very good for capturing
an overall network performance score, it is geared towards
long term effects and planning. In this section, we focus
our attention on the packet loss (and delays) different flows Fig. 5. aR¢is not maximal.
experience in the current network state. Understandinglwhi
flows are prone to failures and why is a crucial step in aR™ is conservative in the sense that it assumes that all
minimizing traffic at risk, which is an important objectiverf demands grow at once and therefore distributes the residual
network operators. capacity of each link along all the demands that traverda it.

Flows are bounded by the most congested link on their pahvay, this is a pessimistic point of view, which goes hand in
(or paths), so in a way, not all links are equally importarite T hand with risk assessments. The flow obtained by multiplying
links that function as actual bottlenecks for certain flows aeach flowi by ok is not necessarily maximal, as can be seen
the ones that have the most critical impact on performamce {0 Figure 5. Two demands are depicted, one frero d and
terms of delay and loss) and on the network ability to ser@hother from to c. Both demands send one unit of flow. Link
more traffic. For simplicity, we begin by assuming that eactapacities are shown in the figure. We get thgf¥ = 3/2,
flow has a single path, and later expand the discussion to iece the bottleneck edge(is, ) and has two units of flow on
multi-path scenario. it and a capacity of 3@?2?5 = 1, since the bottleneck edge




s (b,e) (or (f,c)) and is saturated. If we take each of the o o Fowvmmnoen
flows and multiply by itsa®€ we get thatf (a —d) = 1.5 and el e ———
f(b—c) = 1. Note that this is not a maximal flow in the graph i

— the flow(a —d) can still be increased. This demonstrates the
conservativeness of this definition and is due to the localit
the computation. When computimgqﬂd) we ignore the other

flow and assume it is not bottlenecked bef¢ue— d).
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V1. PRACTICAL USE OFFLOW UTILIZATION

0.1

In this section we show how flow utilization can be used
in practice to provide a better understanding of the network oo}
state. Figure 6 depicts both the link and the flow utilization
the Google backbone. The Flow utilization is the Generdlize 0 S S S
ire . . 02:00 04:.00 06:00 0800 10:00 12:00 14:.00 16:00 18:00 20:00 22:00 00:00
Flow Utilization (GFU) from Section Ill were we uséd(z) = time
x. We averaged the flow and link utilization values over all
the links per timestamp and presented all the timestamps for
each hour on the x-point matching that hour. In this case the
flow utilization varies over the day between 40% and 50%, ) Risk )
so on average flows go through (fairly high) congested “nlgsompute for every flow a vector of numbers; 7 where,;

. 2 g . IS the j-th path for flowi. However, to analyzé the quality
during peak utilization time during the day. This suggebkts t e . . e i
the network is in fact much more utilized than indicated bOf service experienced by the client of flawit is desired to

the link utilization curve alone ngregate this vector into a single number. This can be done
’ in two different ways, depending on what we are trying to
model:

Fowutizaton " 1) To estimate the packet loss that flevexperiences due

o7t i to network contention, it makes sense to take a weighted
average ofaff‘js“, where the weights are the amount of

oer ] flow in each path.

' 2) To estimate the delay which flowexperiences due to

network contention, it makes sense to take the maxi-

yas L] i )
4 : N ' mum, ormax; a?'jSk.

03 1 An interesting question is how big is the gap between

ozl ] the two vectorsa® " and Rk, Theoretically it can be

very large as shown in the following example. Specifically,

we show a scenario whera®®"" = (1,n,n,n), while

S aRisk ~ (1,2,2,2), wheren is the number of nodes in the

00:00 02:00 11/12 06:00 08:00 10:00lim162i:"0(;ay14:00 16:00 18:00 20:00 22:00 00:00 graph In thlS examp|e, We have four ﬂOWS S—T, A-B, C—D and
E-F. Edge capacities are shown on the graph. S-T is sending n

Fig. 6. Flow vs. Link Utilization. units of flow along the path S-A-B-C-D-E-F-T and is saturated
while the other 3 are sending one unit of flow each on a path

We turn to show how to use different utilization functions(composed of a single edge) of capady. Each of the edges

Figure 7 depicts traffic at risk on the Google backbone. Eagh— B, C — D, E — F still has available capacity of — 1.

line corresponds to a different risk level. The x-axis is tilee

and the y-axis shows the percentage of traffic (out of thd tota

C E
Google backbone traffic) that is over the matching risk level A ‘
In other words, we can see what percentage of Google traffic n 2n n 2n q 2n
hadaRisk greater than 1.42 (for 70%), 1.25 (for 80%) and 1.11
(for 90%). Since the timescales in which these were computed S T
is rather small, the data varies a lot. Smoothing can easily b 5 5
=

applied on this data. During the peak of this day, about 28%
of the traffic was atRik levels of 1.42, or in other words had
bottleneck links that were at least 70% utilized. Fig. 8. Example for the gap betweer?™ ¥t and aRisk,

So far, we ignored the issue of how multiple paths should
be handled. Note that this is not an issue &t since The flow S-T cannot grow, so it has ar™" of 1. All
aCoh computes by how much a flow can grow on all ofhe other flows can grow by factor and therefore have an
its paths. When there are multiple paths for each flow, weé*™"" of n.

Fig. 7. Traffic at risk over a day.
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The flow S-T cannot grow, so it also has @R of valuel. link utilization suggests. Under the Google demands and TE
Once this flow cannot grow further, all the other flows have scheme the network can only really grow by a factor closer
bottleneck with two flows traversing it, completing a demantb 2.5.
for n+1 on the bottleneck. ThaRsk we get for these flows is  Another interesting view is depicted in Figure 10 where we

Zn 2. Overall, we getx®™"" = (1, n,n,n) while o ~  show theaRisk oG in one specific timestamp. We collected

(nftlz, 2,2). both values for each link. The x-axis presents the percentag
of traffic that has an alpha of at most the matching y-value.
Flow and Risk Utlization We left out very large alpha values which occur on links with
O T T T T T T T T n st little or not utilization at this specific timestamp. Aboud%
07t ink utifzation = | of the traffic hasa®"t" of at most 5, meaning it cannot grow
. i by a factor greater than 5, compared to 80% of the traffic
T 1 with of'* of at most 5. This demonstates the fact th&t*
05| er el 1 is in fact riskier. According to it 80% of the traffic iat risk

R + M 5 compared to 50% according tg* "™,

s ”‘WM 1 One can see that the general notion of flow utilization
03 1 is useful when presenting complex network data. Different
o m aspects like the long term ability to accommodate growth in

the demand or the acute risk can be examine and appropriate
o1t 1 action can then be taken.
30:00 OZtOO 04‘00 06:00 08:00 10:00 12:00 14:00 16:00 1Bt00 20:00 22:00 00:00 V” RELATED WORK

time in day

As mentioned in Section Il only a handful of papers were
Fig. 9. Empirical gap betweenCo"h and oRisk on the Google backbone. devoted to the utilization of production backbone netwank.
addition to the papers mentioned there (in Section Il), igdve
papers study traffic over backbones, and specifically mentio
changes in backbone link utilization (see [7], [8], [9], and
[10]). The overall picture is that traffic varies significhnt
over time and that random anomalies occur. The flow uti-
5 ) | lization view described in this paper can be helpful for long
J term network design, and potentially also evaluating netwo
/ performance and for real time anomaly detection.
Traffic engineering has been heavily studied both in the
/ theoretical and empirical aspects. Many works compare TE
/ approaches on real-life networks (see [5], [11], [12], }13]
e using various metrics such as fairness, throughput and uti-
— lization. The authors of [11] discuss the problem of finding
e a routing scheme that optimizes the network under several
‘ ‘ ‘ ‘ (possible contradicting) objectives and how to match these
0 02 O oo 08 ! to the TE goals. While their experiments compare important
metrics such as the maximal and mean link utilization, as wel
Fig. 10. oC™wth andaRisk on the Google backbone at a specific timestam@S latency metrics and the amount of residual bandwidthan th
network, it is not clear that these parameters reflect theahct
In reality the situation is somewhat different. While the twdraffic growth factor that could be routed by the network.
definitions do address different aspect of flow view and are The authors of [12] compare of metrics widely used to
definitely not identical, the gap between them is not so bigevaluate the effects of TE on application level performance
Figure 9 depicts the flow utilization (GFU) using baifi’sk  Based on their empirical results, link utilization is not @og
and o and the link utilization values on the Googlemeasurement for this. In this paper we use a flow centric view
backbone (over all links and all day). First, as expected the address the same issues. Furthermore, the flow utilizatio
GFU that usesa®™©"" is smaller than the GFU that usesview can be used with utility functions to put extra emphasis
aRik since oCrowth > Risk g5 oRisk js more conservative. on certain applications that are business critical.
Also, it clearly shown in the figure that both GFUs are higher Several recent works, such as [14], [15], and [16], discuss
than the link utilization. The daily traffic pattern is shown possible ways to change peers, services and links to achieve
all three lines, as expected. The actual network utilizat® optimal TE under specified metrics. This demonstrates thie ke
around 30%-40% according td¥* and thea®™""is at 25%- role of TE performance assessment and the importance of
33%. On the other hand, the link utilization peaks at 20%90od metrics that provide meaningful information regagdin
In fact, that network can not grow by a factor of 5 as ththe state of the network with respect to TE performance.
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Finally, now that we have the new metrics for utilization, it

is important to measure it in many different networks, arel se
how they evolve over time, and especially how they behave
under special network conditions (due either to faults or to
rapid changes in the demand such as breaking news or the
opening ceremony of the Olympiad).



