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Abstract— Delay sensitive applications, such as voice over IP and ret Traffic Sensitive QoS Controller (TSQ), that provides a con-
Worl|<_ gaLrJn(?s, oftenlsa%rifilce throughput for ::)Wer delayI to _obain t;etter gested Internet router with per packet QoS support based on
quality. Unfortunately, the Internet does not allow an appication to choose T e .
the amount of delay or throughput it receives and instead pakets from all a_n ap_phcatlon_s delay SenSIt“_”ty' Unlike approa_‘ChFj'S -
applications receive the same best-effort service. This par presents anew Vide fixed service classes, with TSQ each application cheose
QoS mechanism called the Traffic Sensitive Quality of Servie controller g customized delay-throughput trade-off based on its own re
(_TSQ) that provides better delay performance for_(_jelay se_n's'v_e applica- quirements and correspondingly marks each packet mm&y
tions and higher throughput for throughput sensitive applications. Also hint indicati h lative i f del h h
contributed are quality metrics for some typical Interet applications that ~ NINtIN |cat|ng.t e relative Importance of delay versus t reug
can be used by an application to adapt its delay hints and evahte QoS put. On receipt of each packet, the TSQ router examines the
based on current Internet traffic conditions. Experiments siggest TSQ's delay hint and calculates an appropriate queue positiorre/vhe
benefits to performance along with retention of the current kest-effort In- h ket i be i d A k ith a | delav hint i
ternet environment without complicated traffic monitoring or policing. the packet Is IO. e_mserte : packet with a low delay 'n.t 1S

allowed to “cut-in-line” towards the front of the queue, Vehi

I. INTRODUCTION a packet from an application with a high delay hint is insgérte

i licati h lenh id . towards the end of the queue. To prevent delay-sensitive ap-

, Emedrglng apE |<(:jat|0ns suc Iaks IPt%_e.p OTy' V|I.eo con rerblications from gaining an unfair advantage over throughpu
ing and networked games, unlike traditional applicatidrsie  gqitive applications, TSQ proportionately increasesdtop

more st_rmgent delay cons;ralnts than loss constralntsreMoprobabi”ty of the packets inserted into the queue. The naore
over, with the use-of repair techniques [1], [21,]’ [17] p‘f’tCk%acket attempts to cut-in-line, the more the packet’s dropg-
losses can be partially or fully concealed, enabling mutia vy is increased. Since throughput-sensitive appizat mark
gpphcatlons to operate over a W',de .range.of losses and legys;; packets with high delay hints, they are not cut-ireland

Ing lgnd—to—fend delalys SS the major |mpeg|ment to acceptag g they not have their drop probability increased. TSID sti
quality. Unfortunately, the current Internet does not SMPper 415,y |nternet service to be best-effortin that it reqsine per-

application Quality of Service (Q0S). . flow state information, additional policing mechanismsarch
ABE [13] provides a queue management mechanism for Icm@ mechanisms or usage control.

delay traffic. ABE allows delay-sensitive applications &zis- TSQ can be used in conjunction with most AQMs that provide
fice throughput for lower delays by rigidly classifying afigli- 5, aggregate drop probability, for example RED [8], Blug [7]
catiqns as either delay-sensitive or throughput-sensit%us PI [12], and SFC [10]. Performance of TSQ used in conjunc-
applications cannot choose relative degrees of sengittait 4 \with the Proportional Integral (PI) controller AQM [L2
throughput and delay. Approaches such as CBT [20] and [1@]s peen evaluated with varying mixes of delay-sensitive an
provide class-based and bitrate guarantees for diffetasses. throughput-sensitive flows. To quantify an applicationsQa
However, these fixed and pre-determined classes are not $4s metric is proposed based on the minimum of an applica-
ficient for representing the varying QoS requirements of aggns delay quality and throughput quality. Another caotr
plications within one particular class. Similarly, DCBTi o of this work is quality metrics, based on recommended ap
ChIPS [2], which extends CBT by providing dynamic threslsoldjication performance requirements, that cover a rangeas Q
and lower jitter for multimedia traffic, still limits all mtimedia 5, throughput sensitivities: interactive audio, intéir@video
traffic to the same QosS. . and file transfer. Using TSQ, applications apply knowledfje o
DiffServ approaches, such as Assured Forwarding (AF) [1iHeir QoS requirements to dynamically choose their delagshi
and Expedited Forward (EF) [15], give differentiated seevio 1o maximize their Quality of Service. Evaluation resultggest
traffic aggregates. Unfortunately, the DiffServ architeetis that TSQ with PI provides better quality for all applicatithan
very complicated and requires traffic monitors, markemssit  p| py jtself.
fiers, traffic shapers and droppers to provide QoS. INtS&Y [2 gection I presents quality metrics devised for fundamenta
provides per flow QoS guarantees, but requires complexIsign@ternet applications; Section Il discusses the TSQ meisia;

ing and reservations by all routers along a connection onm-a p&ection |V describes experiments and analyzes the perfarena
flow basis, making scalability difficult for global deploymte ¢ TSQ: and Section V summarizes our work
Liao and Campbell[16] propose a related approach using-appl

cation utility functions and apriori adaptation scriptseséby II. APPLICATION QUALITY METRICS
wireless applications can adapt to network capacity changte

ported via network layer probes. However, this scheme does n
consider the delay-sensitivity demands that are impoftautihe q

qua“Fy of mtergctlve applications. ) 1Because of space constraints, quality functions for videoferences are
This paper introduces a new Internet QoS mechanism, #aitted here, but can be found in [3].

Utilizing previous work [6], [9], [14], [25], we have devide
uality functions for severalapplications in terms of their net-



work delay and the network throughput called teday quality CD quality audio. The throughput quality decreases lineas|
(Qq) andthroughput quality(Q;), respectively. Overall applica- the throughput is halved since every time one fewer bit isluse
tion quality is defined as the minimum of these two metrics: for audio encoding, the throughput of the audio codec iseedu
Q(d, T) = min(Qa(d), Q¢(T)) @) by half. Hence audio quality versus throughput follows aalog
. . . rithmic curve, where a reduction in throughput above 64 Kbps
Q(d, T) is a normalized metric such that a value of 1 reprey,os 1ot greatly reduce quality, while a reduction in thigug
sents t_he maximum quality that the appllcat|_on can recaie %elow 64 Kbps does. The throughput quality is 1 for 128 Kbps
a quality of O represents performance that is of no use 1o e, ,ghput, decreases to 0.83 for 64 Kbps and falls to 0 when
application. the throughputis 2 Kbps. This is appropriate because 4 Kbps i
the lowest codec rate available for typical audio applaoai[5].

_ ) N ) The set of equations for the throughput quality of an audio co
Audio conferences are relatively sensitive to increaséalyde ference is as follows:

but less sensitive to reduced throughput. [9] suggestsatirat

A. Audio Conference Quality

dio conference quality is effectively impacted by threegas Q(T) = 1 128<T
of delay: one-way delays of 150 ms or less means excellent Qi(T) = 0.24045 x log(T) —0.17 4<T <128
quality; one-way delays of 150-400 ms means good quality; an Q(T) = 0 T<4

one-way delays in excess of 400 ms means poor quality. Mean
Opinion Score (MOS) testing of audio conference convessati g Fije Transfer Quality

in [14] suggests one-way delays above 525 ms means unaccept- o _ _ _
able quality. File transfer applications, unlike the audio and video eonf

Figure 1 (left) utilizes these results to graph the delayl-qu&Nces, aré not delay sensitive (relative to router queéhayd).

ity of an audio conference versus one-way delays. The hightttead, the quality of these applications is aimost elytule-
quality of 1 (equivalent to a MOS of 5) occurs when there ggndentonthewthroughput. Aflle transfer applicationiality
no delay. The audio application has excellent quality when twill degrade only if the delay increases on the order of tens o

one way delay is 150 ms or smaller. As delay increases, $RFONdS, which is well beyond the scope of router queuing de-
initial decrease in quality is not significant, and a delayl66 ays- Thus, the delay quality of a file transfer applicatisras

ms provides the application with a quality of 0.98. Howevar, fOllows:
the delay increases above 150 ms, the drop in quality is steep
with a delay of 300 ms reducing quality to 0.7 (equivalent to a
MOS score of 3.5) and to 0.5 (equivalent to a MOS score of 3)Since, in our experiments, delays are all less than 1000 ms,
when the delay is 400 ms. When the delay is higher than 40@ quality of file transfer application is unaffected by teyu

ms, we propose that the degradation slope is about twice thesuing delays.

degradation slope in quality from 150 to 400 ms delay. Thus, The quality of a file transfer application depends almost en-
the graph visually represents the three broad quality iadge tirely on the throughput that it can get from the network. In
scribed in [9] and corresponding to MOS scores in [14], whileur quality metrics, the quality requirements of a file tfans
also providing quantitative quality metrics for intermaid one- are dependent upon the size of the file that it is transfering
way delays. The set of equations governing the delay quaflitysmall file will require a lower throughput to attain good gtyal

an audio conference is as follows: as compared to a very large file. We propose that a file trans-
fer application has maximum quality if it can finish transfieg

Qq(d)= 1 d< 10000

Qald) = —000133xd+1 — d<150 a file in 1 second. Thus for a 10 Mb file, a quality of 1 is at-
Qa(d) = —0.00192>d +1.268 150 < d < 400 tained from a throughput of 10 Mbps. If the throughput ob-
Qa(d) = —0.004 x d+2.1 400 < d < 525 . : . !
tained is greater than 10 Mbps, the quality does not improve,
Qa(d) = 0 525 <d while a decrease in quality is directly proportional to areéase
in throughput. For a smaller file of 10 Kb, the required throug
put for a quality of 1 is only 10 Kbps. We derive the following
1 o1 equation for throughput quality of file transfer applicaso
Zz 08 % 0.8 T
g o6 %: 06 Qu(T,S) = 3
g 04 5 04 . . .
8 . § 02 whereS is the size of the file transferred.
£
00 150 300 400 55 % i l632 oz 8 [1. TRAFFIC SENSITIVE QOS CONTROLLER
One Way Defay (ms) Throughput (Kbps) The Traffic Sensitive QoS controller (TSQ) provides Quality
Fig. 1. Delay Quality (Left) and Throughput Quality (Rigtfor an Audio Of Service when used in conjunction with most existing Aetiv
Conference Queue Management (AQM) mechanisms. TSQ accommodates

Figure 1 (right) shows a quality curve for an audio confeeenclelay-sensitive applications, such as interactive maitiia, by
as a function of the throughput that it receives (th@ughput providing a low queuing delay, while at the same time not pena
quality). The audio conference throughputis given a quality ofizing the throughput of traditional throughput-sensiépplica-
when the throughputis 128 Kbps since this data rate cangheoviions, such as file transfers. TSQ achieves this per-apiglica



QoS by providing a trade-off between queuing delays and drop

probabilities. Applications inform TSQ about their delasns w
sitivity by providing adelay hint(see Section IlI-A). A TSQ-

enabled router then provides packets with a low delay hintwdherenr is the number of bits used to represent the delay hint (4
lower delay by using a “cut-in-line” mechanism (see Seclibn in our currentimplementation). The packets in the queudéare

B). In order to avoid penalizing throughput-sensitive &pplserted in order sorted by their weights, with lower weightipa
cations, TSQ adjusts the drop probability of a delay-simesit ets inserted towards the front of the queue and higher weight
packets based on the reduction in delay it provides to thkgtacpackets inserted towards the end of the queue. The new posi-
(Section 11I-C). Figure 2 summarizes the TSQ algorithm at thion of the packet in the queue is referred tojasThus, a high

_ d X taq
~ on

+ta ()

end of this section. delay-hint will cause a packet to have a higher weight andéen
a higher value of/ (a delay hint of 16 will cause a packet to
A. Delay Hints have a¢’ = ¢).> Newly arriving packets have their weights

r8I_ightly increased due to the effect of the time of arrivatiogir
weight, thus preventing starvation of older packets. Ntute,
I:,that since the weight of the current packet includes thendrai
ltgpe of the queue, packets arriving after the current paitiadt

:P ve the same weight will always be placed behind the current

Applications wanting to use the benefits of TSQ need to p
vide the router with a measure of their sensitivity to delByis
is done by providing aelay hint(d) in the header of each |
packet, where a low delay hint means that the application
quires a low network delay for good quality and a high del
hint means that the application is more throughput-sesesitnd acket.

does not require a low delay for good quality. Applicationsts . This cut—ln—lln_e requires a_\_/ve_|ghted insertion that can be
as interactive multimedia and network games will typicaltp- implemented using a probabilistic data structure such gs sk

vide low delay hints, while applications such as file transfii lists [22], gving complexityO(iog(q)), whereq is the number
typically provide the highest delay hints. of packets in the queue.

Based on the discussion in [24], there are 4 to 17 bits avai- Drop Probability
able in the IP header that can be used to carry delay hintsirin o
current implementation of TSQ, we use a 4 bit delay Ripto-
viding a range of delay hints from 1 to 16. Thus, an applicati

During congestion, many AQM techniques produce an aggre-
Jate drop probability;{)) which is applied to packets arriving

which is extremely delay-sensitive will choose a delay bift, at the router. All arriving packets are subject to the sanop dr

in contrast to an application which can tolerate some defay t ProPability, with packets that are randomly dropped nongei
chooses the maximum delay hint of 16. inserted in the queue. However, in the case of TSQ, a uniform

drop probability for all packets will potentially result ahigher
B. Cut-in-Line throughput for the delay-sensitive applications, sinc€o-
. ~vides a lower delay to its packets. Hence, TSQ increases the
Typically routers use a FIFO queue to hold packets. Since gllyn probability for packets with delay hints lower than the
packets are enqueued at the end of the queue, all packets, @8fimum ¢, or 16 in our implementation). The increase in
therefore all applications, receive the same queuing ddleg 1 probability is related to the reduction in queuing gletat
queuing delay obtained by each packet depends upon theiturige nacket would otherwise experience if it were insertetthén
queue lengthq) and the outgoing link capacity. TSQ providegyeye in the position calculated by the cut-in-line mechrani
delay-sensitive packets with a lower queuing delay by fogtt T1,s, for a packet from a throughput-sensitive applicatibich
packets in line according to their delay hints. A packet frofgoy g otherwise be inserted at the end of the queue, the drop
a delay-sensitive application with a low delay hint will @n rpapility from the AQM technique is not increased, heree t
ally be queued towards the front of the queue leading to aﬂo"\é?pplication benefits from any throughput advantage prakige
queuing delay for that packet. A packet from a throughpuje underlying AQM.
sensitive application having a high delay hint will genbréle 14 determine the appropriate drop probability of packeds th
enqueued towards the end of the queue. However queue infgle cut in line, TSQ starts with the approximate steadye stat
tion based solely on delay-hints may cause starvation dégiac throughputZ' of a TCP flow in which throughput is inversely

with high delay hints. For example, a packet with a high delayonortional to the queuing delay and the square root oftbe |

hint at the end of the queue can be starved in the face of a laygg, [19]:

number of low delay-hint packets cutting in line at (or above K

the link capacity in front of this packet. == P ®)
To avoid sta_rvation, the TSQ. C“t'if"””.e mechanism is inc]pl(\e/vherer is the round-trip timep is the loss rate anfl’ is a con-

me_nted_ by using a weighted insertion into the queue. Al trs‘f}ant for all flows based on the network conditions. The round

arrival time of a packett(), TSQ calculates the queuing dela){

that the packet would experience if it was inserted at theaénd

the queue; we call this queuing delay t@in time(¢,) of the

gueue. TSQ calculates the packet weigh} éccording to its

delay hint, drain time and time of arrival at the queue:

rip delayr is the sum of the queuing delay and the round-trip
propagation delay. Since some packets can have a decreased
gueuing delay by cutting in line, TSQ compensates by inereas
ing the drop probability for those packets. Let the new gugui

3To support legacy applications and incremental deploymE8Q assumes

2The optimal number of bits that should be used for delay fritst as future any packet that does not provide a delay hint implicitly es{s the maximum
work. delay hint, 16.



delay after TSQ be’, the new drop probability bg’, and the
round-trip propagation delay e The throughput obtained by 52
the flow will now beT”:

50 Mbps, 50 ms
50 Mops, 50 ms

K B Mbps R2

T = 4
(I+4q)x \/E
To prevent the new throughpt from being greater than
the throughput obtained without TSQ@,"(< T), the new drop
probabilityp’ is calculated as:
p_ U+ 9)? xp ) Fig. 3. Network Topology.
(I+4')?
The value ofp’ depends on the new queue position value ,
¢ and the queue positionif TSQ were not present (in othert°p°|°9y f(_)r all experiments. There are N sources Sl...Si\_l an
words, the instantaneous queue length when the packeea)rivN destlna_tlons_ DlDN The N flows are connected to a single
1’ also depends on the one-way propagation délfythe net- COMmMon link giving rise to a bottleneck at router R1. Eactheft
work. Since it is difficult for the router to determine the eneconnections between the sources and the bottleneck raauer h

way propagation delay of every flow, the valuelas kept as a a link capacity of 50 Mbps and a propagation delay of 50 ms.

constant, but is typically between 40-100 ms for many Ir&ernS'm”ar connections exist between the egress router (R&) an

links [4]. Network administrators settingto lower values in the destinations. 'I_'he bottleneck link capaci_ty is B Mbpse Th
this range will result in a more aggressive increase in dropp one-way propagation delay of the T‘e“’vork IS D. ms. The bot-
ability, while settingl to higher values in this range will resulttlene‘_:k rom_Jter_runs Pl [12]. plus our |mpIe_mentat|on of ther'S
in less aggressive increase in drop probability. For ourexp algorithm in Figure 2. Pl is configured with the values recom-

ments, the one-way propagation delay constant is fixed for fii€nded in [12].a = 0.00001822, 5 = 0.00001816, w = 170,
router at 40 mé ¥ propag y gres = 200 packets ang,,,, = 800 packets. The packet size is

=

AQM PIPI+TSQ

. DN-1
Queue Size 800 packets

[ 200 packets DN

SN

1000 bytes.
Constants: . . .
C - capacity of outgoing link, | - network latency A. Audio Quality Evaluation
n - number of bits used for delay hints . . . . .
Variables: In this experiment the performance of a single interactive
d - packet delay hint, p- AQM drop probability audio flow sharing the network with other TCP based bulk
p’ - drop probability after TSQ,  q- current length of queue file transfer flows is evaluated. Details on the performarfce o

g’ - position to inserted packet, ¢, - packet arrival time

¢, - packet drain time, w- packet weight a videoconference flow, an application that is both delay and

throughput sensitive, are omitted here due to lack of sgade,
on receiving packetpkt: can be found in [3].

The bottleneck link capacityp = 15 Mbps and the one-way
propagation delayp = 50 ms providing one-way propagation
4 +¢, I/ Calculate packet weight delays between each of the sources and their respectiveatest
tions at 150 ms. The number of flow§ = 100, with 99 TCP
based FTP bulk transfer flows that are not delay sensitivesand

tqg = % /I Calculate queue drain time
Xt

w= on

q' = weightedInsert(,pkt) /I Calculate position in queue

p = <l(l++q>f)xzp /I Calculate drop probability provide the maximum delay hint of 16, and 1 audio conference
- ! flow simulated as a TCP-friendlysource sending data at a rate
if (uniform[0,1] < p') then drop(pk) of 128 Kbps. The experiment is run for 100 seconds of simula-

elseinsertPacket(’, pkt) tion time, whereupon the delay hint of the audio flow is chahge

for the next run in order to evaluate the performance of thkcau

Fig. 2. TSQ Algorithm flow over a range of delay hints.
1 1 —
IV. EXPERIMENTS § 23 !f Hitl — 2 o8 ,,r
We implemented TSQ over an existing Active Queue Man4 05 § e 8 o /
agement (AQM) technique, the Pl-controller [12] (or jusf®l % 04 g il f ;
short). Pl attempts to provide a steady queuing delay by-kee@s o3 ,/ § 02 ii Hint 1 ——
ing the queue size stable around a target queue lengthtiadjus °~ 3 ../ © ol Hint 16
the drop probability in response to the rate of incoming péek 20 40 60 80 100120140 0 50 100 150 200 250 300
Queueing Delay (ms) Throughput (Kbps)

in order to meet that target. Like many AQMs, PI provides an
explicit aggregate drop probability required for TSQ. Fig. 4. CDF of Queuing Delay (left) and Throughput (right)dio Conference
All implementation and experiments were done in the Net- Flow with Delay Hints of 1, 6 and 16.
work Simulator (NS-2§. Figure 3 shows the generic network ) ) ) )
Figure 4 (left) depicts a cumulative density function (CDF)
4Note that this value is fixed for the TSQ router for all expesiits although

the flows may have different propagation delays. 6A flow is TCP-Friendlyif its data rate does not exceed the maximum data
Shttp://www.isi.edu/nsnam/ns/ rate from a conformant TCP connection under equivalent ortwonditions.



of the queuing delay experienced by the audio flow for 3 diffetransfer flows; 25 audio, 75 file transfer; 50 audio, 50 filetra
ent delay hints. The CDF is plotted for a delay hint 1, whicfer; and 75 audio, 25 file transféThe audio conference flows
gives the minimum delay, a delay hint 6, which gives the awere a TCP-friendly sources sending data at a constanteitra
dio flow its optimal quality, and a delay hint 16, which give®f 128 Kbps and using a delay hint of 6 (the optimum delay
the maximum delay. The median queuing delay is lower fhint from Section IV-A), while the file transfer flows used the
the lower delay hints, and the CDF curves for hints 1 and 6 areximum delay hint of 16.
steeper than for hint 16, which implies that there is lesgavar The average quality obtained by the file transfer flows and the
tion in the per-packet queuing delay with lower hints. Hencaudio conference flows for the various traffic configuratiens
for delay sensitive applications an AQM with TSQ can providealculated. This quality is then normalized against thdityua
a lower average queuing delay with less variation than can tat the application obtained when TSQ was not enabled (the
AQM alone. bottleneck router ran only Pl without TSQ). In other wordhs t
Figure 4 (right) shows a CDF plot for the throughput (calcurormalized quality of an application when TSQ is switcheid of
lated every 300 ms, about the round-trip time) obtained ly tfs 1. If an application receives better QoS when TSQ is emdable
audio flow for delay hints of 1, 6 and 16. The throughput distrihen its normalized quality is greater than 1. Conversélgni
butions of the file transfer flows are similar to the distribns application receives lower quality when TSQ is enabled ite
obtained with delay hints of 16. If TSQ were not used then th@rmalized quality is less than 1.
throughput distribution would be similar to that of a flow it  Figure 5 (right) shows that as the percentage of audio confer
delay hint 16. As is evident from the figure, the median thieugence flows in the network increases, the average gain intguali
put decreases as the delay hint decreases. of the audio conference decreases. As the number of delay sen
sitive flows increases in the network, the delay sensitiveslo
will “cut” in line less than they would when there are more

1 1.18
0.95 [ e throughput sensitive flows, reducing the quality gains. How
> 005: > 421 i oual ever, notice at all times the normalized quality is gredtant1,

g 08 g 108 1 FTP Qual —— hence, the QoS obtained using TSQ is always higher than the
0.75 4 104} e QoS without TSQ even with an increasing proportion of audio
o B ey —— o . conference flows.

T 2 4 6 8 10 12 14 16 0 10 20 30 40 50 60 70 80 For the file transfer flows, the normalized quality increases
Delay Hint Percentage of Audio Flows initially with an increase in the number of audio conference

flows. However, as the number of audio conference flows in-
creases beyond 25 percent, the normalized file transfeitgual
starts gradually decreasing. Again, for all traffic mixé® bor-
malized file transfer quality is greater or equal to 1. ThusSQT
Using the quality model described in Section Il and thgrovides better or equal quality for both audio conferenus a
throughput and total delay (queuing delay plus propagaten file transfer applications than does the underlying AQM (!,
lay), the quality of the audio flow for different delay hints i our experiments) without TSQ.
computed. Figure 5 (left) shows the delay quality and thibug
put quality of the audio flow with different delay hints. The
delay quality of the audio application improves with a desee  Thjs paper presents TSQ, a Traffic Sensitive QoS controller,
in delay hint, while its throughput quality decreases. Iheot that responds to varying QoS requirements from diverseriate
WOI‘dS, as the application indicates its preference for todee app”cations without emp'oying Compncated p0||C|ng,q]mg or
lay, TSQ enables it to “cut” in line more, hence getting a lowgyer-flow accounting mechanisms. Our evaluation of TSQ using
average queuing delay which improves its delay quality. Howovel QoS metrics demonstrates that TSQ can significantly im
ever, correspondingly the audio flow gets dropped with adtighprove the average quality of all applications over the dyab-
probability, hence achieving a lower throughput and cayisin tained by using an AQM without TSQ. One potential research
decrease in the throughput quality. The overall qualityrofp-  area is developing quality metrics for more Internet aggians
plication is the minimum of the delay quality and the thropgh  and exploring alternative QoS metrics such as taking the- ave
quality. Thus, the audio conference gets its best overalliyu age, sum or the product of the throughput and delay qualities
(2 0.90) at a delay hint of 6. When TSQ is not used, the delgyityre work could also include building applications toetaikd-

obtained by all applications is similar to that obtained hyap-  vantage of TSQ by dynamically changing their delay hints.
plication with delay hint 16, and the audio conference gets a

overall quality of 0.73.

Fig. 5. (Left) Throughput and Delay Quality for Audio Cordece Flow versus
Delay Hint. (Right) Normalized Quality of Audio Conferené&dows and
File Transfer Flows for Varying Traffic Mixes.

V. SUMMARY AND FUTURE WORK

B. Mixed Traffic Evaluation

The setup for this experiment is similar to the first set of ex-
periments (B=15, D=50, N=100). Within the 100 flows, the rel-
ative number of delay-sensitive (audio) flows is changetd veit _ _
The extreme case of 99 audio conference flows and 1 file tnafiefe was

spectto Fhe number O_f throughput-se_nsmve (file trangfews. _not evaluated, as this configuration did not cause sufficengestion or queu-
The traffic mixes ran include: 1 audio conference flow, 99 filieg delay build-up and hence was not useful for comparatieduation.
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