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Abstract- TCP employs a self-clocking scheme that times the 
sending of packets. In that, the data packets are sent in a burst 
when the returning acknowledgement packet5 are received. This 
self-clocking scheme (also known as ack-clocking) is  deemed a 
key factor to the the burstiness of TCP traffic and the source of 
various performance problemshigh packet loss, long delay, and 
high delay jitter. Previous work has suggested contradictively the 
effectiveness of TCP Pacing as a remedy to alleviate the traffic 
burstiness. 

In this paper, we analyze systematically and in more robust 
experiments the impact of network variabilities on the behavior 
of TCP clocking schemes. We find that 1) aggregated pacing 
traffic could be burstier than aggregated ack-clocking traffic. 
Physical explanation and experimental simulations are provided 
to support this argument. 2) The round-trip time heterogeneity 
and flow multiplexing significantly influence the behaviors of both 
ack-clocking and pacing schemes. Evaluating the performance of 
clocking schemes without considering these effects is  prone to 
inconsistent results. 3) Pacing outperforms ack-clocking in more 
realistic settings from the trufic burstiness point of view. 

' 

I .  INTRODUCTION 
The idea of packet pacing is not new. The use of this traffic 

smoothing technique has been introduced in [9] to eliminate 
the packet bursts caused by ack compression. Aggarwal et. 
al 121 investigated the performance impacts of packet pacing 
in TCP. They found that pacing results in lower throughput 
and higher latency in most of the scenarios they examined. 
They identified that pacing caused synchronized drops and late 
congestion signah which are the primary reasons of the per- 
formance problem. Motivated by the counter-intuitive results, 
we set out to evaluate ack-clocking and pacing schemes. In 
order to understand the underlying mechanism that contribute 
to the performance problems, we confine our attention to more 
fundamental behavioral analysis, especially on the analysis of 
traffic burstiness exhibited by two clocking schemes. 

We show. in this paper. that aggregated pacing traffic could 
be bursfier rlm aggregated ack-clocking frufic. This finding 
is supported by the behavioral models of the two clocking 
schemes and simulation results. 

In addition, we observe that the behavior of the two clocking 
schemes could be very different depending on the network 
conditions. This suggests that it is critical in performance 
evaluation of the two schemes to experiment on network 
settings of sufficient variabilities. The comparative traffic 
burstiness of TCP ack-clocking and pacing are largely affected 

21mtitiite of Infonizatiori Scieirce 
Academia Sinica 

by h e  two factors- 1) whether the round-trip times (RTT) 
of aggregated flows are the same or not, and 2) the number 
of flows participated at the bottleneck. Our observations echo 
the results in [2] since most of their simulation scenarios 
are configured as homogeneous RTT and pacing tends to be 
burstier than ack-clocking in such conditions. However, in a 
more realistic settings with heterogeneous RTT andlor other 
forms of variability, pacing is always less bursty than ack- 
clocking according to our analysis. 

The remainder of the paper discuss these issues in more 
details. In Section 11, we discuss previous work in t h i s  
area. Section 111 describes the methodology concerning traffic 
burstiness estimate. In Section IV, we provide two behavioral 
models to illustrate why pacing could be burstier in cerrain 
conditions, In Section V, we conduct network simulations 
to validate the behavioral models and explore the impact of 
various network variabilities on respective clocking schemes. 
Finally we conclude in Section VI, 

11, RELATED WORK 

Pacing is a clocking scheme which combines the char- 
acteristics of rate control and window control, that is, the 
release of packets are scheduled by timers with the limit of 
window size. Since [9] initially introduced pacing to adjust 
the incorrect timing from ack compression, other researchers 
have suggested using the concept of pacing in various cir- 
cumstances; for example, to avoid slow start at start-up of 
a connection [6]. or avoid bursts when an idle connection 
resumes [lo]. Partridge [7] argues that pacing can alleviate 
the problems in TCP performance on long latency and high 
bandwidth satellite links. Razdan [SI proposed enhancements 
combining TCP Westwood [l 11 and packet pacing to improve 
TCP performance with small buffers. 

Though the concept of pacing has been used in many ways, 
however, few attempts have been made on the analysis ,and 
evaluation of pacing. Among these, 121 was one of the first 
work on the performance evaluation of TCP Pacing. The paper 
shows that pacing often results in lower throughput and higher 
latencies, While the subject of this paper overlaps significantly 
with [Z], our work differs in two ways: 1) This paper em- 
phasizes the behavioral analysis rather than the performance 
comparison of clocking schemes. 2) We focus on how the 
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network variability affects the traffic burstiness of clocking 
schemes. 

111. METHODOLOGY 
To evaluate TCP clocking schemes, we focus on analyzing 

the level of burstiness in the traffic since traffic burstiness is 
an indicator of performance, especially for delay and drops. 
In this paper, we shall concentrate on behavioral analysis in 
terms of traffic burstiness measure. 

With respect to burstiness estimation, we use the method 
wavelet-based MultiResolution Analysis [l I to analyze the 
burstiness of a traffic process over a range of time scales. 
The traffic process in a network can be described as a time 
series of packets or bytes arrived. It is commonly used that 
a uaffic process is defined as a counting process (Xj} = 

{ x j , ~ ,  X ~ : J ,  . . .} at a time scale Tj = 2jT0 where TO is called 
the reference time scale. 

The term “burstiness” refers to the statistical variability at 
a certain time scale T3. In this paper the burstiness is defined 
as rhe variance of the Haar wavelet coeflcients at a given 
scale [5] ,  and it is also known as the energy. The Haar wavelet 
coefficients W j , k  at lime scale Tj are defined as 

w ~ , ~  p /z (x .  3-1 ,Zk  - Xj-l,2k+l) 

The energy ~j at time scale Tj is then computed by the 
variance of time series ( W j }  as 

~j = Var(Wj)  = 2-’E[(AXj-l,k)2] 

where AXj-1.k is defined as (Xj-1,21~ - X j - - 1 , 2 k + 1 )  and 
EIAXj-l ,k]  = 0 is assumed. In practice, the energy E~ is 
estimated from a finte time series as 

where N3 is the number of wavelet coefficients at scale j .  We 
use the energy plots for level of burstiness observations. An 
energy plot shows the energy of the traffic process {X;} as 
a function of time scale Tj. To put it concretely. we count 
the told bytes arrived at the selected bottleneck link every 
TO = 0.1 ms to obtain the time series {XO}, which is used 
to compute the energy E I  at time scale 7’1 = 2OTo = 0.1 
ms. We can then calculate time series in  lxger scales by 
aggregation. The aggregation means smoothing the original 
Lime series {XO} by averaging the observations over non- 
overlapping blocks of size 2J to get a new time series {&}. 

k round trip time T 

(a) ack-clocking ~ TI5 , & 

nn n kiil n n n  11 nn n ill 
(b) Facing U flow 1 flow 2 a flow 3 0 back-to-back 

Fig. 2. Packet arrival patterns with unsynchronizsd windows. The packets 
of different Aows occasionally collide with each other. and form back-twback 
packet bursts at thz bottleneck 

Since we concentrate on sub-RTT behaviors in this paper, we 
are only interested in time scales up to a half RTT. An example 
of energy plots is shown in Fig. 5(a). Note that the top x-axis 
of the figure displays T3-l in mini-seconds while the bottom 
x-axis shows j .  since the energy ~i is determined by AX,-l,k 
at previous scale T’-l. 

To understand the behaviors of clocking schemes. generally 
we observe the burstiness discrepancy exhibited by different 
clocking schemes at various time scales. Occasionally we shall 
contrast the traffic burstiness with that of a Poisson process 
to reveal the relative burstiness of our TCP traffic between an 
independent inter-arrival counting process. 

IV. WHY PACING COULD BE BURSTIER? 

Intuitively. even we do not know whether pacing yields 
better performance yet, pacing should be less bursty than ack- 
clocking, or be at equal bursiiness in the minimum case. In 
this section, we describe why pacing could become burs tier 
than ack-clocking in  certain cases, and we shall show how 
this behavior can be eliminated in the next section. 

A. Behavioral Models 
For the illustration of the counter-intuitive phenomenon, two 

behavioral models are provided: one is for ack-clocking, and 
another is for pacing. To capture the essence of traffic pattern 
exhibited by ack-clocking flows, we make use of the packet- 
train model proposd by Chiu and Jain [4]: for a flow witb 
window w, in a round-trip time T ,  the model will release w 
packets spaced at a constant interval TO while keeping idle in 
the remaining time (2’- WTO).  In our model, the interval TO is 
set to the packet service time at bottleneck link T = L / B ,  
where L denotes packet size and B is the bottleneck link 
bandwidth. For N > 1 aggregated flows, where flow i has 
window size P U ~ ,  the inter-packet-train time between different 
flows is computed by t ,  = (T - ETW$)/N. After that, we 
can schedule each flow’s packet-train sequentially with spacing 
t,, as shown in Fig. ](a). In the pacing behavioral model, w 
packets are completely spread out in a round-trip time T with 
inter-spacing A = T/w. When N flows are aggregated, the 
packets from different flows are mixed, and the inter-packet 
time is set to T / ( N  . w). In the case window sizes are not 
synchronized, the spacing time of each flow’s first packet is 
set to T / ( N -  max(w,)> to avoid packets from different flows 
colliding with each other. 
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Fig. 3. The impact of window un-synchronization effect. Window un- 
synchronization makes pacing hrstier. whilr'the same effect does not affect 
the burstiness of ack-clocking. 

Fig. 1 illustrates the packet arrival patterns for three flows 
according to the above behavioral models, where each flow has 
equal window size of six. With ack-clocking, the six packets 
of each flow are sent in burst with silence in the next 4 ~ ,  
and then the next flow sets out. The packets from the same 
flow are clustered together. On the contrary, in the pacing 
model, packets are sent evenly within a round-trip time, and 
the packets from different flows are mixed. 

B. Wndow Vn-Synchronization Efecl 

Though the packets arranged by pacing are sent out evenly 
in Fig. 1, but in reality, the property of even spacing may 
not exist since window sizes of different flows are usually 
unsynchronized. In Fig. 2, we show the packet arrival patterns 
of three flows with different window size 5,  3, and 10, 
respectively. To ack-clocking, unsynchronized windows just 
affects the relative time of packet-trains, but at the same 
time, unsynchronized windows leads to uneven spacing of 
packets with the pacing scheme. Occasionally the packets of 
different flows are arrived the bottleneck back-to-back where 
we annotate the packets with an explosion mark. 

Our observation is that window nn-synchronization makes 
pacing burstier, while the same erect does not affect the 
birrsriness of ack-clocking. To quantitatively judge the impact 
of window un-synchronization effect on traffic burstiness, we 
assess the burstiness for synthesized traffic which is generated 
by the behavioral models. To keep it simple and clear, we 
assume a scenario with T = 100 ms and T = 0.1 ms; three 
flows are running, where their window sizes are set to (30, 
30, 30) and (20, 30, 40), respectively. The measured uaftic 
burstiness for both schemes with and without window un- 
synchronization is shown in Fig. 3. In the graph, we can 
see that ack-clocking traffic only raises its burstiness a bit at 
scale RTT/4 with the effect of window un-synchronization. It 
follows that the packets distributes more unevenly in different 
quarters of RTT, but the traffic variability at finer scales 
keeps untouched. On the other hand, pacing suffers significant 
burstiness increase at nearly a12 time scales. The explanation 

U 4 x  Mbps 

x Mbps 
(bottleneck) 

(a) Dumbbell to polo^ 

... 

... 
~~ 

(b) Parkinglot topology 

Fig. 4. The network topology used in simulations. 

is obvious from Fig. 2 since the periodic structure of pacing 
has been destroyed by the unsynchronized window sizes. 
Furthermore. the abrupt packet bursts can cause unnecessary 
queueing and packet drops. 

In practice, since window size is continuously changing 
during the whole lifetime of a connection, the inter-packet 
spacing A for paced packets is varied as well. As more 
randomized the inter-packer time and more multiplexing flows 
at the bottleneck, the tendency of paced packets from different 
flows colliding with each ocher is stronger. By simulations, 
what we shall show in the next section, as more flows are 
aggregated. the traffic burstiness of pacing could become 
burstier than ack-clocking in most of sub-RTT time scales. 

v. SIMULATIONS 

In this section. packet-level network simulations are con- 
ducted to verify the observations in Section IV and to examine 
the impact of different network variabilities on TCP clocking 
schemes. After defining the simulation setup, we investigate 
the impact of flow multiplexing, RTT heterogeneity, and other 
variabilities in sequence. We shall show $ow multiplexing and 
R 7 T  helemgeneify are two deciding factors on the behaviors 
of TCP clocking schemes. 

A.  Setup 

We use the network simulator ns-2 [3]  to perform simula- 
tions in this paper. Fig. 4(a) shows the dumbbell topology 
used in most simulations. In that. a single bottleneck link 
with bandwidth z Mbps is set. A TCP flow f i  is established 
between each pair of hosts Si and Ri. FIFO scheduling and 
drop-tail queueing discipline is used. The bottleneck queue 
size is calculated in terms of bandwidth-delay product (BDP); 
it is defined in packets and assigned to 25% of BDP. The 
links connecting hosts and routers are provided with theoretic 
infinite buffer size to avoid being bottlenecks. Similarly, the 
maximum advertised window for TCP connections is set 
to a high enough value so that the congestion window is 
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(a) Ack-clocking: The burstiness of ack-clocking [b) Pacing: ?he burstiness of pacing lraffic (c) A single flow vs. 50 flows aggregated. With a 
single flow. ack-clocking is much burstier. 
however. ack-clocking and pacing become 
comparable when 50 flows are involved. 

traffic tends to approach Poisson as more flows 
iue involved. 

bzcome higher as more flows are involved. 

Fig. 5. Traffic burstiness evolution on the effect of Bow multiplexing. Homogeneous RTT is assumed 

not limited, We use packet size of 576 bytes. Fig. 4(b) 
is the parking lot topology used in Section V-D. and we 
defer the description of the network topology to that section. 
The simulation duration is fixed to 200 seconds. Since we 
concentrate on the behaviors of clocking schemes rather than 
TCP congestion control, the traffic during the first 20 second 
is simply discarded to keep away from the effect of TCP’s 
slow start mechanism. 

We use TCP Reno as our “test bed” of cloclung schemes. 
Other TCP variants such as TCP Tahoe should lead to similar 
results since clocking schemes control the behaviors within 
a round-trip time while TCP variants primarily differ in 
window control mechanisms. The Reno code in ns-2 131 is 
taken as the implementation of ack-clocking scheme, and the 
pacing scheme is modified based on the same code. In our 
implementation of TCP Pacing, every time a packet is sent, a 
pacing timer schedules a timeout of interval A = RTT/w. No 
new packets could be sent before the timer expires. Whenever 
the pacing timer expires, exactly one packet could be sent 
i f  one or more packets are awaiting, and another timeout is 
scheduled if needed. The timeout interval is re-computed each 
time when the pacing timer is to be scheduled. 

is much lower than the single flow case and is even lower 
than Poisson. The behavior shows that in homogeneous RiT 
scenarios, the burst nature of TCP ad-clocking could be 
reduced by aggregation. 

In contrast, flow multiplexing has much different influence 
on pacing. With a single flow. pacing exhibits low traffic 
burstiness across sub-RTT scaIes. The reason is clear since 
pacing is actually a periodic process with interval RTTIw. 
Nevertheless, because of the window un-synchronization ef- 
fect, the traffic burstiness of pacing raises very quickly as 
more flows are added, even the join of the second flow 
brings in considerable influence. In the case that 50 flows are 
aggregated, as shown in Fig. 5(b), the small scale burstiness 
approaches Poisson. In other words, the periodic structure has 
been almost completely broken due to multiplexing. 

Fig. 5(c) compares the traffic burstiness of both clocking 
schemes side-by-side. It can be seen that: I )  when 50 flows 
are aggregated, pacing is burstier than ack-clocking in most 
sub-RTT time scales, and 2) the comparative burstiness of the 
two schemes ate drastically different with and without flow 
multiplexing, The phenomenon manifests the importance of 
level of aggregation on evaluating clocking schemes. 

B. me E$ect of M i d t i p k i n g  C. The Eflect of RTT Heterogeneity 
In Section IV-B, we have shown that the uneven spacing 

of paced packets makes traffic burstier, A series of simu- 
lations is conducted to show that the effect of window un- 
synchronization could be amplified by flow multiplexing, and 
consequently pacing could become burstier than ack-clocking 
in hornogeneords R7T scenarios. To demonstrate, we set the 
RTT of all flows to 100 ms and vary the flow count from 1 
to 50 to examine the variation in traffic burstiness. 

Fig. 5(a) and Fig. 5(b) show the burstiness variation at 
different level of aggregation. We first discuss the behavior 
of ack-clocking. As intuition, when few flows are aggregated, 
ack-clocking is much burstier than pacing, however, as more 
flows are involved, the burstiness at small scales slowly 
increases, and the burstiness at large scales quickly declines. 
In the case of 50 flows, the small scale burstiness is raised 
but still less than that of Poisson; the large scale burstiness 

In realistic networks, flows along the same path do not 
necessarily share the same round-trip time. We shali explore 
the effect of RTT heterogeneity on the behaviors of clocking 
schemes in this section. The simulation setup is similar to 
Section V-B except for the choice of flow RTT: instead of 
using a fixed value of 100 ms, now the value is drawn from 
an uniform distribution over 100 ms through 300 ms. 

The results show that heterogeneous R?T makes multi- 
plexed ack-clocking flows much burstier than homogeneous 
RTT, the burstiness trend in the two scenarios are marked 
as “Fixed’ and “VarRTT” respectively in Fig. 6(a). We find 
tbat: 1) the high variability in  large time scales comes from 
the mismatch of RTT, since flows with diverse R’IT distribute 
their packet-trains unevenly. 2) Since the transmission time 
between each sender and bottleneck link are usually different, 
the ack-solicited packets are no longer ideally spaced by 7 

2773 



02 0 4  0 8  12 12 a 51 2 I0241nlS1 
22 

I -.- R l e d  I I I 1  

ID 

2 1 8 B 10 1 1  
I bq+cae) 

(a) Ack-cloclung: all scenarios with heterogeneous RTT hrhaves 
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in all scenarios are approximately the same. 

Fig. 6. The traffic burstiness of ack-clokinz and pacing traffic. under scenarios with various network variabilities. The trend name is coded by Table 1. 

(the bottleneck packet service time), but instead governed by 
the relative length of R n .  When flow number is considerable 
and/or R?Ts are diverse enough, the small scale burstiness of 
aggregate traffic tends to approach Poisson. 

In contrast to ack-clocking, the diversity of RTT does not 
affect pacing, as shown in Fig. 6(b). The main reason is the 
heterogeneity in RTT and that in window size have exactly 
the same effect-they bring the randomness of pacing interval 
A = RTT/w. Since pacing interval is already randomized 
by of window un-synchronization, RTT heterogeneity cannot 
induce additional influence. Therefore we can summarize that 
the helerogeneip of RTT makes ack-clocking traflc burstier, 
however; the same effect does not exist for pacing traflc. 

D. More Nerwork Variabiliries 
To further inspect the effects of other network variabilities, 

we have conducted more simulations, based on the same setup 
in  Section V-B, with additional types of network variabilities 
or their combinations considered. Specifically, we considered 
the effects of multi-hop, cross-traffic, and two-way traffic, as 
listed in Table I. The additional simulation setup is summa- 
rized as follows: 1) all simulations in this section are running 
with 50 flows, i.e., the effect of multiplexing is not examined 
again. 2 )  The cross-traffic is provided by putting randomly 
chosen 10-30 UDP flows at each “backbone” link the traffic 
generation is according to Paretodistributed ON/OFF periods 
with shape 1.5; packet size is randomly chosen within 100 to 
300 bytes; the total cross-traffic rate is adjusted to half of the 
link bandwidth. 3) Two-way traffic are achieved by exchanging 
the locations of senders and receivers for half flows. 4) For 
multi-hop scenarios, we provided a parking,lot topology as 
depicted in Fig. 4(b): the network has 10 “backbone” links 
connected by 11 routers; each link has different propagation 
delays. and each flow has randomly choseii 1-10 hops distance 
with randomly chosen sender and receiver locations. 

Fig, 6 shows the traffic burstiness exhibited by two clocking 
schemes with different combinations of network variabilities. 
To ack-clocking scheme, it can been seen that the four 
heterogeneous RTT scenarios share similar traffic burstiness 

where two homogenous RTT scenarios present much different 
behaviors. On the other hand, none of network variabilities 
significantly affects pacing’s behavior. In addition. the plot 
reveals an attractive property of pacing. that is, the more 
randomness (especially two-way traffic), the lower its traffic 
burs tiness. 

Based on the burstiness plot of Poisson process in Fig. 6, 
the comparative traffic burstiness of two clocking schemes is 
clear, In J1 heterogeneous RTT scenarios, the burstiness of 
ack-clocking is no lower than Poisson, however, that of pacing 
is not higher than Poisson across sub-RTT time scales. In brief, 
pacing is less bursly than a&-clocking as long as j70u.s RTT 
are heterogeneous. 

VI. CONCLUSIONS 
The observation that “aggregate pacing traffic could be 

burstier than aggregate ack-clocking traffic” seems counter- 
intuitive at the first glance. In this paper, we have pro- 
vided physical explanation for the phenomenon by behavioral 
models, and have dso validated the models by experimental 
simulations. 

We have shown the behaviors of the two TCP clocking 
schemes. ack-clocking and pacing, are network condition 
dependent. The RTT heterogeneity and flow multiplexing are 
especially critical factors. In general, pacing would exhibit 
lower burstiness, which implies lower queueing delay and 
loss, with more network variabilities. Therefore, it is critical 
that in performance evaluation of these clocking schemes. to 
experiment with network settings of sufficient variabilities. 
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