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Abstract— Large-scale peer-to-peer systems span a wide range
of Internet locations. Such diversity can be leveraged to build
overlay “detours” to circumvent periods of poor performance on
the default path. However, identifying which peers are “good”
relay choices in support of such detours is challenging, if one is to
avoid incurring an overhead that grows with the size of the peer-
to-peer system. This paper proposes and investigates the Earliest
Branching Rule (EBR) to perform such a selection. EBR builds
on the Earliest Diverging Rule (EDR) that selects relay nodes
whose AS path diverges from the default path at the earliest
possible point, but calls for monitoring a much smaller number
of paths. As a result, it has a much lower overhead. The paper
explores the performance and overhead of EBR, and compares
them to that of EDR. The results demonstrate that EBR succeeds
in selecting good relay nodes with minimum control overhead.
Hence, providing a practical solution for dynamically building
good overlays in large peer-to-peer systems.

I. INTRODUCTION

Access to multiple, diverse (non-overlapping) paths can help
applications and end-systems improve end-to-end performance
by allowing them to temporarily bypass network segments that
are experiencing poor performance. The highly inter-connected
nature of the Internet topology offers a wealth of connectivity
options that could support such an approach. Tapping into
the opportunities this presents is, however, currently difficult.
Specifically, most traffic typically follows a single (“default”)
path, because of constraints imposed by IP routing. There
is, therefore, an incentive to develop solutions capable of
overcoming this limitation. This has led to a number of
recent proposals [1], [2], [3], [4], [5], [6] that allow end-
systems to directly exploit the available Internet path diversity
through multi-homing and overlay networks. These have been
shown [3], [4], [5] to translate into meaningful performance
improvements, especially for QoS-sensitive real-time applica-
tions, such as VoIP and video streaming.

The emergence of large-scale peer-to-peer (P2P) systems
(e.g., Skype) offers even more opportunities to exploit path
diversity. These systems typically involve a significant number
of peer nodes (end hosts) distributed over broad geographic
areas. Collaboration among peers may overcome certain lim-
itations or restrictions imposed by underlying networks. One
node (source) may select another peer out of all available peers

as relay to forward traffic to the destination instead of sending
the traffic directly using the default Internet path. Such overlay
paths may provide “uncorrelated” performance with that of the
default path so that they are unlikely to experience degradation
at the same time. Realizing the potential benefits that large P2P
systems offer is, however, challenging in that the existence of
good alternate paths does not mean that their identification is
easy. Designing a solution to this problem calls for addressing
the following challenges: i) How to select a candidate set
of good paths from a potentially very large1 set of overlay
paths; ii) Can it be done in a scalable manner, i.e., without
incurring too much overhead? Clearly, the trade-off between
performance and overhead in selecting good candidate paths
must be carefully investigated.

In [7] we focused on the first question, namely, how to select
a candidate set of “good” overlay paths. Through extensive
measurements and route analysis, we validated that the per-
formances – in terms of loss and delay variations seen by end
hosts – of the default path and relay paths that diverge early,
at the AS-level, from it, were indeed relatively uncorrelated.
This insight motivated us to propose the earliest divergence
rule (EDR) for selecting candidate overlay paths. However,
as we discuss further in Section III-A, the overhead of EDR
remains substantial because it requires constant maintenance
of path state from the source to all relay nodes.

Overcoming this limitation is the main motivation for this
paper, which builds on the results of [7] and the intuition
gained from EDR. Specifically, the paper introduces and
evaluates a new approach – the earliest branching rule (EBR)
that offers performance comparable to that of EDR, but at
a fraction of the cost in terms of overhead. Rather than
comparing for each destination d the default AS path from s to
d with the AS paths from s to all possible relay nodes in order
to identify the proper subset O to choose from, EBR identifies
a priori a small (as small as just two) set of relay nodes that it
uses to select, for any destination, an overlay path that exhibits
a similar disjointness with the default path as that produced

1If one-hop overlay paths are used, the size of this set is O(N), where N
is the number of peers; and it is O(N2) if two-hop overlay paths are used!



by EDR. Because EBR only needs to monitor a much smaller
set of AS paths, it incurs a much smaller overhead than EDR.
There is, however, a cost paid for reducing the set of choices
available to EBR, since in general access to the full AS path
tree to all possible relay nodes offers a richer set of choices
that can be refined in a destination specific manner (as in
EDR) to deliver better performance. This trade-off between
performance and (monitoring) overheads is formalized in
Section IV, where we establish using various Internet BGP
datasets that the performance advantage of EDR over EBR
is relatively small, while the reduction in overhead that EBR
affords over EDR can be very substantial. As a result, EBR
embodies a more practical trade-off between performance and
feasibility than EDR, at least in large P2P systems.

II. RELATED WORK

The feasibility of using overlay path to obtain path di-
versity has been demonstrated by several recent studies,
e.g. [2] [8] [3]. In order to find overlay paths with uncorre-
lated performance, several schemes have also been proposed.
For instance, [9] introduced a routing underlay dedicated to
inferring AS topology and constructing AS disjoint overlay
paths. In [10], Gummadi et al. studied the use of randomly
selected overlay paths to bypass the performance degradations
on the default path.

Although these approaches have proved effective in various
settings, they are not specifically tailored for overlay path
selection in large P2P systems, where finding a solution
that achieves a reasonable tradeoff between performance and
scalability is challenging. This is the focus of this paper. In
particular, path selection mechanisms used in such systems
should not incur excessive control overhead, so that the system
can maintain its scalability. In [7], we proposed the earliest-
divergence rule (EDR) for selecting alternate overlay paths.
Compared with a naı̈ve disjoint path selection scheme, EDR
effectively reduces the path information maintained by each
node. However, it requires monitoring the AS paths from
source to all possible relay nodes, which still causes non-
negligible control overhead. The method introduced in this
paper, the earliest branching point rule (EBR), requires only
a fraction of the overhead, while achieving performance close
to that of EDR, which makes it more suitable for deployment
in large P2P systems.

III. PATH SELECTION APPROACHES

Our goal is to enable, for any source and destination, the
selection from possibly thousands of choices (peers), of one
“good” overlay path to be used as a (standby) alternate during
periods of poor performance on the default path. A brute-force
approach based on full information about all potential overlay
paths is clearly not feasible, while a naı̈ve random selection
only delivers “average” path diversity, which as shown in
[7] and illustrated later in Figure 2(b), often results in poor
performance, even if it is arguably simple and scalable. In this
section, we first present EDR that was introduced in [7] as a
possible solution, and review its motivations, advantages and

���
���
���
���
���
���

���
���
���
���
���
���

���
���
���
���
���

���
���
���
���
���

����
����
����
����
����

����
����
����
����
����

����
����
����
����
����

����
����
����
����
����

Relay3 Relay4Relay1 Relay2

AS1

AS2 AS3 AS4

Dst1 Dst2

Src

Fig. 1. Illustration of Earliest Divergence Rule (EDR) and Earliest Branching
Rule (EBR)

disadvantages. We then propose EBR that is designed based
on the insight gained from EDR in an attempt to retain its
benefits while lowering complexity.

A. Earliest Divergence Rule (EDR)

The relay selection process of EDR involves two steps. i)
For a pair of source and destination nodes, EDR selects, among
all possible relay nodes, those whose AS path from the source
diverges from the default path to the destination at the earliest
possible AS. ii) From the preselected subset of overlay paths,
EDR then chooses one either randomly or based on additional
criteria (e.g., the distance from the source node, or the round
trip delay). Fig. 1 illustrates the configuration involving four
possible choices of relay nodes. When the destination is Dst1,
EDR selects Relay1, Relay3 and Relay4 as candidate relay
nodes, while it selects Relay1 and Relay2 when the destination
is Dst2, to maximize path disjointness.

In EDR, the source knows the paths towards all relay nodes
and makes relay selections based on this information. The
effectiveness of EDR is predicated on two assumptions. 1),
by choosing overlay paths that share fewer AS, and therefore
hopefully fewer physical links, with the default path, correla-
tion of performance between the paths should be as minimal as
can be. 2), paths that diverge early from the default path will
also tend to converge back on it late, minimizing their total
overlap. In [7] we verified the validity of these assumptions
via extensive topology and measurement-based analysis.

Although EDR does not require inspecting all possible full
(from source to relay, and then from relay to destination)
overlay paths, it stills requires knowing the AS paths from
the source to all relay nodes. When the number of possible
relay nodes to choose from becomes large, maintaining and
processing all the required path information can be expensive.
The goal of EBR, which we describe next, is to retain the
benefits of EDR while incurring a lower overhead.

B. Earliest Branching Rule (EBR)

Like EDR, EBR also relies on AS-level path information
to select relays. The difference is that, while EDR chooses
a specific subset of relay nodes for each destination, EBR
identifies a priori k relay nodes (k can be as small as two),
from among which it limits its choice across all possible
destinations. Specifically, EBR first constructs the AS path tree



rooted at the source and extending towards all candidate relay
nodes, and then uses it to identify the earliest branching point
(EBP) in the tree. EBR then selects k relay nodes, possibly
spanning k different branches (if they exist) in the AS path
tree at the EBP. If there are fewer than k branches at EBP,
EBR selects only enough relay nodes to cover all branches.
The smallest value of k is obviously 2.

Note that the EBP identifies the earliest divergence point be-
tween the default path to any destination, and an overlay path
through a selected relay node. Furthermore, once a destination
is given, applying EDR to the preselected set of k nodes, we
will always be able to identify a relay node (from these k
nodes) that yields an overlay path that diverges at the EBP
from the default path to this destination. This is because, by
selecting k nodes covering different branches at the EBP, EBR
guarantees that no matter where the destination is located,
there are at least (k − 1) relay candidates that satisfy the
earliest divergence criterion. For example, in Fig. 1, if k = 2,
any two nodes among Relay1, Relay2, Relay3 and Relay4, can
be pre-selected by EBR, except for the combination of Relay3
and Relay4. If, say, Relay 1 and Relay 2 are selected and the
destination is Dst1, then Relay1 yields an overlay path that
diverges from the default path to Dst1 at the EBP (AS1). If
the destination is Dst2, then both Relay1 and Relay2 are valid
selections. Relay3 and Relay4 cannot be pre-selected together
by EBR, as the earliest divergence point in their respective
paths is not at the EBP.

The control overhead of EBR in identifying and maintaining
the AS path information involves techniques similar to those
used by EDR, which may use either control plane or data
plane information. For example, it is possible to obtain AS
path information by monitoring BGP routing updates for those
prefixes that cover the relay nodes over time. The problem of
this approach is that many networks in which the source nodes
locate do not have complete routing information for the global
Internet, thus may limit the source node to monitor AS paths
to some of the relay nodes. Alternatively, as described in [7],
the source node can rely on traceroute to obtain the IP-
level path information for relay and destination nodes alike.
The resulting IP paths can then be mapped into AS paths. In
reality, performing traceroute probing at the data plane is
a more practical approach.

Therefore, as discussed next in Section IV, the main over-
head for both EBR and EDR is that the traceroute based
probing of paths that needs to performed regularly to detect
changes. The smaller number of paths (nodes) on which EBR
relies is the primary reason for its lower overhead.

IV. PERFORMANCE AND OVERHEAD EVALUATION

In this section, we investigate the trade-off between perfor-
mance and overhead achieved by EBR and EDR, respectively.
We first define the metrics used to measure performance and
overhead, and introduce the approach and experimental setting
we rely on to perform our comparison. The results of this
comparison are discussed in Sections IV-D to IV-F, which
demonstrate the clear advantages that EBR affords.

A. Performance Metrics
Both EBR and EDR rely on AS level path information

to select relay nodes. As shown in [7], the performance of
different selection schemes can be measured by the overlap,
or number of common ASes, between the default path and the
selected overlay path. Specifically, let A(t) and B(t) be two
AS paths with the same source and destination ASes (at time
t), such that A(t) = a1, a2, ..., am and B(t) = b1, b2, ..., bn,
where ai and bj are the ASes along the two paths with a1 = b1
and am = bn. Define ai ⊗ bj =1 if ai = bj or 0 otherwise.
Their overlap at time t is then defined as

V[A,B](t) = A(t)⊗B(t)− 2 =
∑

i

∑
j

ai ⊗ bj − 2. (1)

Note that V[A,B](t) = 0 if the two paths have no overlap
(except for the source and destination ASes). Since AS paths
(thus their overlap) change over time, their overlap can be
computed as an average over time.

When evaluating the performance of a relay selection rule
such as EBR or EDR, it is possible for the rule to identify more
than one choice2. In such cases, performance is computed
as the path overlap averaged over all choices (and time).
Specifically, given a default path D and a set of candidate
overlay paths O(t) = R1, R2, ..., RL produced by a selection
rule at time t, we define its performance at time t as P(t, D) =
1
L

∑L
k=1 V[D,Rk](t). A time average is then computed over

the time interval [t1, t2] during which performance is being
monitored

P[t1,t2](D) =
1

t2 − t1

∫ t2

t=t1

P(t, D). (2)

B. Overhead Metrics

As discussed earlier, the overhead of both EDR and EBR
comes mainly from the periodic traceroute probing that
the source node needs to perform to maintain accurate path
information for the candidate relay nodes. Overhead is, there-
fore, measured as the total number of probes sent per hour by
the source.

For EDR, given a source node s and a set of relay nodes R
of size N , the overhead of EDR is given by the product of the
traceroute probing rate, r, and the number of monitored
paths, N , namely, OEDR = rN . The rate r is chosen based
on the frequency of path changes to the N relay nodes.

The monitoring required by EBR depends on the two
distinct types of events that affect the information on which
EBR bases its decisions, namely, the EBP itself changes, or a
change occurs on one or more of the k selected paths so that
they no longer diverge at the EBP. Catching the first events
calls for monitoring all the AS paths, while the second only
require monitoring the AS paths to the k pre-selected relay
nodes. Besides differences in the number of paths that need to
be monitored, the rates at which these two measurements need
to be performed can also be quite different. We denote as r1

and r2 the probing rates for detecting the first and second types
of events, respectively. The overhead of EDR is then OEBR =

2EDR typically returns multiple possible choices, and so may EBR even
in the base case of k = 2.
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r1(N − k) + r2k. Intuitively, r1 is likely to be significantly
lower than r in EDR, as most individual path changes do not
affect the location of the EBP, i.e., they occur further up in
the tree and/or the EBP involves multiple branches that are
unlikely to all change simultaneously. Conversely, because r2

depends mainly on the frequency of path changes to the k
pre-selected relay nodes, it should be of the same order as,
and often lower than (not all path changes affect the location
of the branching point between two paths), the rate r of EDR.
This intuition is confirmed by our evaluation based on actual
BGP AS path datasets, as described below.

C. Datasets

In the following sections, we emulate an actual P2P system
to carry out a realistic evaluation and comparison of EDR
and EBR. Here we base our analysis on AS path information
extracted from global BGP routing tables instead of using
direct traceroute measurements because we are trying to
evaluate the effectiveness of EDR and EBR in more general
Internet settings. Even though traceroute probings are usually
sufficient to monitor the state of the AS paths from the source
node’s perspective, it would restrict our analysis to a few
sources. Instead, using BGP data we are able to rely on
much more comprehensive AS level routing information that
is more representative of the global Internet. For example, by
peering with different BGP routers, the RouteView [11] and
RIPE [12] servers provide information on active prefixes in
the Internet and AS path dynamics observed from dozens of
vantage points. In some cases, the BGP data collected from
various vantage points are not sufficient to provide complete
AS path information. In those instances, techniques of [13]
and [14] can help infer the AS path from a source to a
destination. In our analysis, we rely on the heuristic of [14]
to infer AS paths when they are not directly observable from
BGP data.

In selecting the location of nodes (source, relays, or destina-
tions), their IP addresses are produced from actively routed IP
addresses3 assuming a uniform distribution. When comparing
the performance of EDR and EBR, we use a collection of BGP
tables archived by Oregon/RIPE on June 10, 2005. Conversely,

3Actively routed IP addresses are addresses covered by the prefixes ob-
served from the global BGP routing tables.

the comparison of their relative overhead is carried out using
a collection of BGP tables archived by Oregon on October 15,
2005, and for which we record all BGP updates until October
31, 2005. This allows us to track AS path changes (and the
corresponding ASes) observed by Oregon’s BGP neighbors to
all destinations in the Internet over these 15 days. Note that our
occasional reliance on AS path inference algorithms will not
impact our comparison of EDR and EBR, as both are equally
affected.

D. Performance Comparison

Using the first BGP data set, we randomly generate 100,
100, and 800 IP addresses as sources, destinations, and relay
nodes respectively. The algorithm of [14] is then used to
produce complete AS paths for 9702 source-destination pairs.
For these, we compare the performance P of EBR and EDR
as a function of the size of the relay node pool.

Figure 2(a) shows the average performance of EDR and
EBR (k = 2) across all sources-destination pairs, as the relay
node pool size varies from 2 to 800. We repeat the experiments
30 times for each value (except for size 800), by randomly
selecting relay nodes from among the 800 possible choices. We
find that when the relay node pool is small, the performance
of EBR is similar to that of EDR. As the relay pool size
increases, EDR gradually outperforms EBR. This is because
although the two relay nodes of EBR ensure at least one
earliest diverging overlay path, this rather limited choice is
not equally good across source-destination pairs and results in
relatively variable performance. In contrast, when the number
of relay nodes increases, the performance of EDR improves
as the greater number of choices helps limit the impact of
occasional poor choices. Figure 2(b), compares EBR and EDR
for all 100 sources each averaged across all destinations using
all 800 relay nodes. For reference purposes, we also show the
performance of a simple random selection rule. It can be seen
that while EDR outperforms EBR (the number of relay nodes
is large), the two are reasonably close across all sources. In
addition, both schemes do significantly better than the random
selection rule.

E. Overhead Comparison

With both EDR and EBR, a source needs to perform peri-
odic traceroute to maintain accurate AS path information.
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The overhead of both EDR and EBR is affected by their
probing rates, while performance depends on the frequency
of path changes and the rule’s ability to detect them given its
probing rate. A low probing rate can prevent EDR and EBR
from adapting quickly to path changes, while a high probing
rate incurs a large overhead. In this subsection, we compare the
performance of EBR and EDR as a function of their probing
rate (overhead).

Because of its importance on both performance and over-
head, we first investigate the frequency of AS path changes.
We choose five neighbors of the Oregon Route View server
as sources. The five nodes are selected such that each node is
in a different AS, and the ASes exhibit a reasonable degree
variety. For each source, we randomly select 1765 destinations
and monitor AS path changes from the sources for 15 days
using BGP updates collected from the Oregon server. In
order to eliminate the impact of transient route changes, we
investigate the inter-arrival time distribution of BGP updates.
A heuristic threshold was chosen to aggregate BGP updates
so that transient path changes are filtered. We observed that
for updates toward all destination prefixes, about 10% of
them had inter-arrival times of 30 seconds or less, while
the remaining 90% had noticeably larger intervals. We use
a heuristic threshold of 45 seconds to aggregate BGP updates
so that updates received within 45 seconds of each other are
considered transient routing behavior and the resulting path
changes are not considered in our analysis. A threshold of 90
seconds shows very similar result. Based on this observation,
Figure 3 shows the distribution of the time between successive
path changes after this aggregation. We observe that about 50%
of the intervals larger than 4,600 seconds (≈ 1.3 hour). This
indicates that in order to capture 50% of AS path changes,
the probing rate needs to be one probe per hour or higher.
Improving this accuracy to, say, capture 90% of path changes,
calls for a much higher probing rate, i.e., one probe every
60 secs or less based on Figure 3.

Based on the above observations on the AS path changes,
we conclude that EDR’s overhead, measured as rN , can be
quite high when N is large, even if r is in the order of
only 1 per minute. As far as EBR is concerned, its overhead
has two components: r2 used to monitor changes to the k
selected paths, and r1 for monitoring the remaining N − k
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paths for EBP changes. The rate r2 is a function of the
overall frequency of AS path changes, and can, therefore,
be chosen approximately equal to r of EDR, i.e., r2 ≈ r.
Hence the corresponding overhead is 2 probes per minutes,
when k = 2 and r = 1 probe/min. The rate r1 depends
on the frequency of EBP changes, which we investigate next
using the same five neighbors of the Oregon Route View
server as sources, and for each randomly select 10 sets of
prefix groups of various sizes 5, 10, 50, 100, 300, 500 and
800, to emulate different relay pool sizes N . We compute
the EBP change intervals for each source-relay combination
and aggregate the corresponding 5 × 10 = 50 data sets for
each relay pool size. The resulting distributions are shown in
Figure 4, which indicate that EBPs are much more stable than
AS paths. In addition, the frequency of EBP changes decreases
as the relay node pool size N increases, which further helps
scalability. This observation provides some guidelines on how
to choose r1 as a function of the relay node pool size. When
the relay pool sizes are relatively small, for example for N = 5
or 10, a probing rate of about once every 60 seconds is
required to capture 90% of EBP changes according to our
data. When the relay pool size grows large, the frequency of
EBP changes is much smaller. For example, when N = 50,
a probing rate of once every 2,000 seconds is sufficient to
capture 90% of the EBP changes. When N exceeds 100,
we do not observe any EBP changes during the entire 15-
day for all five sources, which suggests that even a very low
r1 would be acceptable. This is because EBP is determined
by the AS paths to all N relay nodes. When N is small,
individual path changes are more likely to affect EBP, but the
frequency and the absolute number of EBP changes will not
exceed those of AS path changes. As N grows big, the EBP
becomes much less sensitive to path changes. We believe that
this conclusion holds true in general, and that the stability of
EBP increases with the relay node pool size, even if the actual
distribution of times between changes varies across scenarios.
The benefit of this behavior is that it improves the scalability
of this second component of EBR’s control overhead, i.e., as
N grows, the required probing rate r1 decreases, so that the
probing overhead Nr1 remains small an even decrease, e.g.,
from 10 probes/min when N = 10 to about 1.5 probes/min
when N = 50.



TABLE I
RANGE OF PATH PROBING RATES FOR TWO SOURCE NODES

Source EDR r (1/hour) EBR r1 (1/hour) EBR r2 (1/hour)
src1 10.67 - 682.67 10.67 10.67 - 682.67
src2 0.67 - 682.67 0.67 0.67 - 682.67

F. Trade-off between Overhead and Performance

Finally, we investigate the trade-off between overhead and
performance for both EDR and EBR. In order to account for
variability between different sources, we choose two of the
Oregon neighbors as source nodes. We randomly select 100 IP
addresses as relay nodes, and 100 IP addresses as destination
nodes. The performance is averaged across all destination
nodes. We again choose k = 2 for EBR. The path changes
are monitored over periods of 6 hours using different “probing
rates”, as listed in Table I.

For EBR, the measurements were repeated 20 times for
different choices of the k = 2 relays. The results are shown in
Figure 5. We observe that the performance of EDR improves
as its overhead increases, until it reaches about 4,267 for
src2 and 133 for src1, which translates into probing rates
r of about 42.67 and 1.33 probes per hour respectively. The
difference is due to the fact that paths from src1 experience
much more frequent changes than those from src2. For EBR,
performance improvements as the overhead increases are much
less significant, even if, as expected, a similar trend can be
observed for paths where changes are more frequent. More
importantly, the comparison confirms that EBR affords a much
better trade-off between overhead and performance, even if
EDR is in general capable of outperforming EBR. However,
this only happens at high probing rates that correspond to
an unacceptable overhead. Note that selecting an appropriate
probing rate at a given source does require some knowledge
of the frequency of AS path changes as observed from this
source. This knowledge can be acquired by observing path
changes over time. The details of such an approach are left
for future study.

V. CONCLUSIONS AND FUTURE WORK

This paper introduces and evaluates a new rule, the earliest
branching rule (EBR), to construct one-hop overlay paths in
large P2P systems. EBR’s ability to identify alternate standby
paths that are as disjoint as possible with the default path, and
in realizing an effective trade-off between performance and
overhead were demonstrated using extensive measurements
that spanned a broad range of sources, destinations, and relay
nodes. As part of our future work, we plan to also evaluate
the performance of EBR with respect to the QoS requirements
of applications, as well as explicitly take attributes of P2P
systems into consideration, e.g., the heterogeneity of peer
nodes in terms of their connectivity, resource, and their will-
ingness to share, as well as the dynamics of node join/leave.
A refined EBR that accounts for the specific characteristics
of P2P systems will clearly be a more practical real-world
solution.
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