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Abstract—This paper studies secret key establishment between
two adjacent mobile nodes, which is crucial for securing emerging
device-to-device (D2D) communication. As a promising method,
cooperative key generation allows two mobile nodes to select
some common neighbors as relays and directly extract a secret
key from the wireless channels among them. A challenging issue
that has been overlooked is that mobile nodes are often self-
interested and reluctant to act as relays without adequate reward
in return. We propose SYNERGY, a game-theoretical approach
for stimulating cooperative key generation. The underlying idea
of SYNERGY is to partition a group of mobile nodes into
disjoint coalitions such that the nodes in each coalition fully
collaborate on cooperative key generation. We formulate the
group partitioning as a coalitional game and design centralized
and also distributed protocols for obtaining the core solution
to the game. The performance of SYNERGY is evaluated by
extensive simulations.

I. INTRODUCTION

Device-to-device (D2D) communication is quickly emerg-
ing due to the ever-growing popularity of powerful mobile
devices and also the rapid advance in D2D technologies [1].
In a typical D2D session, adjacent mobile devices can directly
communicate without involving a base station. The competing
technologies for establishing D2D connections include Blue-
tooth and WiFi-direct over the unlicensed band as well as LTE-
A over the licensed band. D2D communication is promising
to enhance spectrum efficiency and system throughput, enable
efficient traffic offloading, improve energy efficiency and net-
work coverage, and stimulate excitingly new services.

A key challenge for advancing D2D communication is
to secure a D2D connection given the ease of malicious
eavesdropping on wireless transmissions. One may think about
encrypting and authenticating the content sent over a D2D
connection based on a secret key shared between two mobile
nodes. A conventional way for establishing secret keys depends
on each node owning a public-key certificate, but it is unlikely
to have a public-key certificate on every mobile node in the
near future. Another traditional method is through a trusted
third party which may not exist in most scenarios; even if there
were one, heavily involving it may largely offset the benefits
from autonomous D2D communication.

It is more promising to generate a secret key directly from
the wireless channel between two mobile nodes. Specifical-
ly, according to the channel reciprocity theory, the channel
responses between two wireless devices share some common
randomness which is unavailable and also unpredictable to any
eavesdropper more than one-half wavelength away from both

devices. There have been some efforts (e.g., [2]–[5]) whereby
two mobile nodes can extract a secret key from such com-
mon channel randomness. The resulting key is information-
theoretically secure, and it can be generated on demand and
updated dynamically in line with time-varying and location-
dependent wireless channels [6]. In addition, there is no
requirement for a trusted third party or prior trust relationship
between two mobile nodes. This PHY (short for physical layer)
approach is thus very suitable for secure D2D communication.
The rate at which secret bits are generated from the wireless
channel heavily depends on how fast the channel changes. In
slowly changing wireless environments, the key generation rate
may be very low. This practical limitation is widely reported
[4], [6], [7] and may jeopardize the potential of PHY-based
secret key generation in D2D scenarios with high security
demand.

Cooperative key generation [6], [8] can be leveraged to
improve the key generation rate of the PHY approach by
incorporating additional randomness. The main idea is to
explore some relay nodes in the vicinity of two target nodes
and use the random channels associated with these relay
nodes as additional random sources for secret key generation
between the two target nodes. The efficacy of cooperative key
generation is well analyzed and confirmed in various scenarios
[6], [8]. The feasibility of this technique is, however, still
questionable, as mobile nodes are self-interested in nature and
typically reluctant to participate if they cannot get adequate
benefit from the cooperation.

We propose SYNERGY, a game-theoretical approach for
stimulating cooperative key generation in wireless networks.
SYNERGY targets at a multi-hop D2D communication sce-
nario in which every node wishes to establish a secret key with
at least one neighbor via the PHY approach. The underlying
idea of SYNERGY is to partition all the nodes involved
into multiple disjoint coalitions. Every node in a coalition is
strongly motivated to help other nodes in the same coalition
establish secret keys to get help in return.

Our contributions can be summarized as follows. First,
this work is the first to study incentive-aware cooperation key
generation in wireless networks, to the best of our knowledge.
Second, we formulate it as a coalitional game and devise an
algorithm to find the core solution. Third, we propose cen-
tralized and distributed implementations for the core discovery
algorithm. Finally, we show that SYNERGY is highly efficient
and effective through extensive simulations.

In what follows, Section III outlines the background for
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cooperative key generation in wireless networks. Section III
gives the system and adversary models. Section IV presents
a coalitional game formulation for incentive-aware cooper-
ative key generation and the algorithm for obtaining the
core solution. Section V introduces centralized and distributed
implementations of SYNERGY and analyzes their perfor-
mance. Section VI evaluates SYNERGY using simulations.
Section VII briefs the related work. Section VIII concludes
this paper.

II. BACKGROUND

For the sake of completeness, this section outlines the
basics of PHY-based noncooperative and cooperative secret
key generation.

A. PHY-based Noncooperative Key Generation

Assume that two nodes Alice (A) and Bob (B) want to
establish a shared secret key via the wireless channel between
them in the presence of an eavesdropper Eve (E). Both Alice
and Bob can transmit, while Eve only passively eavesdrops on
wireless transmissions to avoid being detected.

Key generation starts by Alice sending a signal XA. Then
Bob and Eve will receive YB = hABXA + nB and YE =
hAEXA+nE , respectively. Next, Bob transmits a signal XB ,
and Alice and Eve will receive YA = hBAXB+nA and YE =
hBEXB + nE , respectively. Here hAB , hAE , hBA, and hBE
denote the channel gains from Alice to Bob, from Alice to
Eve, from Bob to Alice, and from Bob to Eve, respectively;
nA, nB , and nE are all commonly assumed to be zero-mean
additive Gaussian noise with variance σ2.

The wireless channel between Alice and Bob is assumed
to be reciprocal, which means that hAB ∼= hBA. In addition,
assuming that Eve is more than one-half wavelength away from
Alice and Bob, hAB and hAE are thus uncorrelated, so are
hBA and hBE . Also assume that the channel response is a
Gaussian random variable with zero mean and variance σ21 .
According to [9], the optimal key generation rate is

RA,B =
1

T
I(h̃AB ; h̃BA) =

1

2T
log2

(
1+

σ41P
2T 2

4(σ4 + σ2σ21PT )

)
,

(1)
where h̃AB denotes Bob’s estimate of hAB , h̃BA denotes
Alice’s estimation of hBA, I(h̃AB , h̃BA) denotes the mutual

information [10] of h̃AB and h̃BA, T is the number of symbols
during which the channel gains are fixed (i.e., coherence time),
and P is the transmission power of each node.

B. PHY-based Cooperative Key Generation

Cooperative key generation [6], [8] via relay nodes is
proposed to improve the key generation rate of the above
noncooperative approach. The underlying idea is to explore the
additional randomness brought by other nodes in the vicinity of
Alice and Bob. Consider the example in Fig. 1, where Charlie
(C) and Dave (D) are two common neighbors of Alice and Bob
and thus can both serve as a relay. Cooperative key generation
involving one relay, say Charlie, consists of two steps: channel
estimation and key generation.

Channel Estimation

Fig. 1: PHY-based cooperative key generation. Dashed and
solid lines both denote neighboring relationships, and a solid
line additionally means that the two line ends (i.e., two peer
nodes) want to establish a secret key.

1. Alice sends a known sequence SA, from which Bob and
Charlie estimate the channel gains hAB and hAC as h̃AB
and h̃AC , respectively.

2. Bob sends a known sequence SB , from which Alice and
Charlie estimate the channel gains hBA and hBC as h̃BA
and h̃BC , respectively.

3. Charlie sends a known sequence SC , from which Alice and
Bob estimate the channel gains hCA and hCB as h̃CA and
h̃CB , respectively.

Key Agreement

1. Alice and Bob establish a secret key KAB based on h̃AB
and h̃BA. In addition, Alice and Charlie establish on a secret
key KAC based on h̃AC and h̃CA. Finally, Bob and Charlie
establish a secret key KBC based on h̃BC and h̃CB .

2. Charlie broadcasts KAC ⊕ KBC , from which Alice and
Bob each know both KBC and KAC . If KAC is shorter than
KBC , Alice and Bob set the final secret key asKAB ‖ KAC
and KAB ‖ KBC otherwise.

According to the result of [6], the optimal key generation
rate of this cooperative approach is

R
(C)
A,B =

1

T

{
min{I(h̃CA; h̃AC), I(h̃CB ; h̃BC)}+I(h̃AB ; h̃BA)

}
.

(2)

Similarly, if both Charlie and Dave act as relays, the
optimal key generation rate is given by [6]

R
(C,D)
A,B =

1

T

{
I(h̃AB ; h̃BA) + min{I(h̃CA; h̃AC), I(h̃CB ; h̃BC)}

+min{I(h̃DA; h̃AD), I(h̃DB ; h̃BD)}
}
.

(3)

We have two important remarks to make. First, the optimal
key generation rates given above are only in information-
theoretical sense. In practice, any two nodes involved have to
generate a secret key from their channel estimates by following
a few steps in sequel, including quantization, information
reconciliation, and privacy amplification, as in [2]–[5]. So the
real key generation rates are usually smaller. Second, it can be
seen from our illustration above that the relay node(s) know
partial information about the eventual secret key. If this is a
concern, a more advanced and also complicated technique in
[6] can be applied instead. Our proposed SYNERGY can work
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Fig. 2: An exemplary multi-hop D2D scenario, where dashed
and solid lines both denote neighboring relationships, and a
solid line additionally means that the two line ends (i.e., two
peer nodes) want to establish a secret key.

with both techniques, but we focus on the basic technique
above to facilitate the presentation.

III. SYSTEM AND ADVERSARY MODELS

We consider a multi-hop D2D scenario, in which every
mobile node has at least one mobile device ready for D2D
communication via Bluetooth, WiFi-direct, LTE-A, or other
available D2D technologies. To enable analytical tractability,
we assume that every node has the same transmission power
and range. Mobile nodes are assumed to be selfish and rational.
By selfish, we mean that every node will not act as a relay to
help other nodes establish a secret key without a sound incen-
tive. Our goal is to divide the nodes into disjoint coalitions,
in which every node assists others establishing a secret key
and also gets help from others in return. By rational, we mean
that every node in a coalition faithfully follows the protocol
operations and collaborates with others on key generation.

We consider the following adversary model commonly
adopted for PHY-based key generation [2]–[6], [8]. Specifi-
cally, the adversary only passively eavesdrops on the wireless
channel without actively jamming the channel. It is more than
one-half length away from any two neighboring nodes trying
to establish a secret key. Therefore, the adversary can only
obtain the noisy versions of the wireless transmissions between
two target nodes, so it cannot directly construct the secret key
between them. For example, for wireless transmissions in the
2.4 GHz band, we only require the adversary to be more than
6.25 cm away from target nodes. This assumption is thus easily
justifiable in practice. As in [6], [8], we assume that the nodes
serving as relays for secret key generation do not cooperate
with the adversary or other relays to obtain useful information
about secret keys. There may be multiple eavesdroppers, which
are assumed to be independent from each other. How to deal
with collaborative eavesdroppers is still an open challenge.

IV. SYNERGY: COOPERATIVE KEY GENERATION BASED

ON SOCIAL RECIPROCITY

As noted above, a key challenge for adopting cooperative
key generation [6], [8] for D2D communication is the natural
self-interest of mobile nodes: nobody wants to spend scarce
system resources as a relay without getting adequate reward.
We propose SYNERGY to tackle this open challenge based on

the powerful theory of social reciprocity. The essential idea of
SYNERGY is that a mobile node can be strongly motivated
to act as a relay for other nodes if it could also get help in
return to generate a secret key for itself. More specifically,
SYNERGY partitions a set of mobile nodes into disjoint
coalitions, each comprising some nodes acting as relays for
others in cooperative key generation in order to improve their
respective key generation rate. The main design challenge for
SYNERGY lies in the partitioning rule for a given set of
mobile nodes. In this section, we formulate this challenging
issue as a coalitional game and describes an algorithm to find
the core solution to the game.

A. Notation and Terms

We consider N mobile nodes denoted by N = {1, . . . , N}
and define the following terms to facilitate the illustration.

• Peer: Two nodes are said to be peers of each other
iff they are physical neighbors and want to establish
a secret key. The two nodes are called a peer pair.

• Relay: A relay of a peer pair refers to a node which
is their common neighbor and helps them establish a
secret key through cooperative key generation.

• Contributor: If either or both of two peers serves as
a relay for another peer pair, we say that the first peer
pair is a contributor to the second pair.

We assume that each node has one and only one peer in any
SYNERGY session, which means that N is even. Due to the
limited transmission range of mobile nodes, we can view N
as the vertex set of an undirected graph, where every edge
corresponds to two neighboring nodes. Assume that every peer
pair has at least one common neighbor as a candidate relay.
Otherwise, the peer pair can only establish a secret key using
noncooperative key generation and does not need to participate
in SYNERGY operations. Let Ci,j �= φ denote the common
neighbors of peers i and j. We further assume that i and j can
use no more than two relays (if any) from Ci,j �= φ, and the
two-relay case can only occur when the two relays themselves
compose a peer pair. The extension of SYNERGY to more
general cases is very challenging and left as future work. For
simplicity, we also assume that every node acts as a relay at
most once in a SYNERGY session.

As an example, we have N = {1, . . . , 12}, C1,2 = {4},
C4,5 = {2, 9}, C9,11 = {8, 10, 12}in Fig. 2. Peers 9 and 11 can
potentially use nodes 10 and 12 as two relays because nodes
10 and 12 also form a peer pair. In contrast, peers 4 and 5 can
have at most one relay, either node 2 or 9.

B. Coalitional Game Formulation

In game theory, a coalitional game refers to a game where a
competition is between coalitions of players instead of between
individual players [11]. It is thus a very natural tool for
incentive-aware cooperative key generation.

Our coalitional game formulation relies on a special trick.
We introduce a virtual node (denoted by �i,j) for every peer
pair i and j, as shown in Fig. 2. Note that we have �i,j = �j,i.
Now consider any other virtual node �s,d (i �= j �= s �= d).
If either or both of s and d act as a relay for peers i and j,
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we say that �s,d contributes to �i,j . Since every peer pair can
be assumed to have a common interest in improving their key
generation rate, we can use the N/2 virtual nodes as the game
players rather than the N real nodes.

What is the most preferred contributor of every virtual node
�i,j , or equivalently the most preferred relay of peers i and j?
Recall that the optimal key generation rates with one relay
and two relays are given in Eq. (2) and Eq. (3), respectively.
To answer the preceding question, let Li,j denote the set of
potential contributors to �i,j . For example, we have L4,5 =
{�1,2, �9,11} in Fig. 2. Consider any virtual node in Li,j , say
�s,d. It contributes one potential relay to Li,j if only one of
s and d is a common neighbor of i and j and two potential
relays if both s and d are a common neighbor of i and j.
Accordingly, we define the key-rate function of �i,j with regard
to any potential contributor �s,d ∈ Li,j as

R̂s,di,j =

⎧⎪⎨
⎪⎩

R
(s)
i,j ∀s ∈ Ci,j , d /∈ Ci,j
R
(d)
i,j ∀s /∈ Ci,j , d ∈ Ci,j
R
(s,d)
i,j ∀s, d ∈ Ci,j .

(4)

The most preferred virtual node or contributor of �i,j can then

be defined as r∗i,j = argmax
�s,d∈Li,j

R̂s,di,j .

Based on the concepts above, we now formulate incentive-
aware cooperative key generation as a coalitional game Ω =
〈L,XL,Θ, (	i,j)�i,j∈L〉 as follows.
• Players: L denotes the set of game players consisting

of all the N/2 virtual nodes.

• Strategies: XL denotes the set of feasible cooper-
ation strategies (i.e., contributor selections) for all
the players. We denote the contributor chosen by
any player �i,j ∈ L by ri,j ∈ L. It follows that
XL = {ri,j |ri,j ∈ L, ∀�i,j ∈ L}.

• Characteristic function: Every virtual node in every
coalition S ⊆ L selects one and only one other virtual
node in S as a contributor. In addition, every virtual
node outside S cannot get an contributor from S .
Therefore, the characteristic function for every coali-
tion S ⊆ L can be denoted asΘ(S) = {{ri,j}�i,j∈S =
{�i,j}�i,j∈S , {ri,j = �i,j}�i,j∈L\S

}
.

• Preference order: If a virtual node �i,j ∈ L chooses
to compare the performance of any two virtual nodes
in Li,j , say �s1,d1 and �s2,d2 , its preference order is
defined as �s1,d1 	i,j �s2,d2 if �s1,d1 is determined to
have better performance. Here the performance refers
to the key generation rate defined in Eq. (2) for one
relay or in Eq. (3) for two relays.

Similar to Nash equilibrium in a non-cooperative game, the
core plays an essential role in a coalitional game. Generally
speaking, the core refers to a set of cooperation strategies such
that no coalition can deviate and improve for all its members
by cooperation within the coalition [11]. The core of our game
Ω is a set of contributor selection strategies ri,j ∈ Θ(L) where
there are no coalition S and r̃i,j ∈ Θ(S) such that r̃i,j 	i,j ri,j
for all �i,j ∈ S . It means that no improvement on the key
generation rate can be made by cooperation within the coalition
S . We can prove the existence of a core solution to game Ω.

Due to space limitations, we omit the proof here and refer
interested readers to [12] for details.

C. Core Discovery Algorithm

This section introduces our core discovery algorithm. For
this purpose, we first introduce two concepts as follows.

Definition 1. (Coalitional Subgame) Given a coalitional
game Ω = 〈L,XL,Θ, (	i,j)�i,j∈L〉, we call a coalitional game
Ψ = 〈M,XM,Θ, (	i,j)�i,j∈M〉 a coalitional subgame of Ω
iff M⊆ L and M �= ∅.
Definition 2. (Contributor Cycle) Given a coalitional sub-
game Ψ = 〈M,XM,Θ, (	i,j)�i,j∈M〉, a sequence of virtual
nodes, (�i1,j1 , . . . , �iH ,jH ), is called a contributor cycle of
length H if and only if rix,jx = �ix+1,jx+1 for ∀x ∈ [1, H − 1]
and riH ,jH = �r1,j1 .

A contributor cycle of length one clearly contains a single
virtual node, which means that the two mobile nodes forming
this virtual node cannot find a relay and thus should directly
generate a secret key using noncooperative key generation in
Section II-A. In contrast, a contributor cycle of length H ≥
2 means that every virtual node in the contributor cycle has
its most preferred contributor as the next virtual node of the
same cycle in the circular fashion. Every contributor cycle thus
corresponds to a coalition, in which the mobile nodes involved
are reciprocal for key generation.

Our core discovery algorithm is to iteratively identify all
the contributor cycles which form a core solution. We achieve
this by first constructing a directed graph G = (L, E), where a
directed edge from any vertex �i,j to another vertex �s,d exists
if and only if �s,d is the most preferred contributor of �i,j ,
i.e., r∗i,j = �s,d. Recall that every virtual node can choose at
most one contributor, which corresponds to at most two relays.
The outdegree of every vertex G is thus one if it has at least
one candidate contributor and zero otherwise. The problem of
discovering all the contributor cycles or the core solution can
then be translated into simple-cycle search in G. In particular,
a path in a graph refers to a sequence of edges which connect
a sequence of vertices, a cycle is a path with the same start and
end vertices, and a cycle with no repeated vertices or edges
except the start and end vertices is called a simple cycle. Since
every vertex inG corresponds to a virtual node, a simple cycle
is equivalently a contributor cycle. So we can denote a simple
path of H vertices by a contributor cycle of H virtual nodes
as (�i1,j1 , . . . , �iH ,jH ). If there is a simple path of H = |L| =
N/2 vertices, all the N/2 virtual nodes or N mobile nodes
are in a single coalition. In contrast, any simple path of one
vertex (i.e., a self contributor cycle) means that the two mobile
nodes related to the vertex do not use any relay for secret key
generation. The following proposition underlies our simple-
cycle (contributor-cycle) search algorithm.

Proposition 1. A simple path beginning from any vertex in the
directed graph G results in one and only one simple cycle.

Proof: It is easy to prove that a simple path beginning
from any vertex inG must lead to a simple cycle, as otherwise
there must be infinite vertices in G. Now we prove the
uniqueness of the resulting simple cycle. If multiple simple
cycles exist, there must be at least one vertex whose outdegree
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Virtual Node Preferred Real Node Preferred Virtual Node
�1,2 4 �4,5

�3,8 4 �4,5

�4,5 2�9 �1,2 � �9,11

�9,11 8�(12,10) �3,8 � �10,12

�10,12 (9,11) �9,11

�6,7 10 �10,12

TABLE I: A preference-order table, where (i, j) means both i
and j serve as a relay for the corresponding virtual node.

(a) (b)

(c) (d)

Fig. 3: Illustration of contributor cycle discovery.

is larger than one. This contradicts with the property of G that
the outdegree of every vertex is no more than one.

Another way to interpret Proposition 1 is that every vertex
(virtual node) in G is on one and only one contributor
cycle, possibly a self cycle involving itself only. Then we can
discover all the contributor cycles and thus implement the core
solution to game Ω as follows. Initially, all the vertices in G
are marked unvisited. We can start a walk from any unvisited
vertex, say �i,j , until when the walk either hits an visited vertex
or returns to �i,j . In the former case, �i,j is marked visited and
forms a self contributor cycle. If the later case occurs, a new
contributor cycle is found, and all the vertices on the cycle
are marked visited. This process continues until either when
all the vertices in G are marked visited or when none of the
remaining unvisited vertices can be the start of a walk towards
unvisited vertices. In the later case, we mark all the remaining
vertices visited and terminate the algorithm.

V. IMPLEMENTATIONS

In this section, we present C-SYNERGY and D-
SYNERGY, two protocols to implement SYNERGY in cen-
tralized and distributed fashions, respectively. We also analyze
the security, and quantify computational overhead and com-
munication overhead of C-SYNERGY and D-SYNERGY.

A. C-SYNERGY: A Centralized Implementation

In C-SYNERGY, every peer pair reports its own preference
order to a single server which computes all the contributor
cycles and returns each to the corresponding nodes. The server
can be a base station if available or a mobile node elected from
the mobile nodes themselves. It is worth emphasizing that the
server merely does the computation and does not participate in

cooperative key generation in the server’s role. So it is blind
to the final secret key of any peer pair.

1) Detailed Operations: Recall that N = {1, . . . , N}
denote the N nodes involved. C-SYNERGY works as follows.

1. Every node i ∈ N locally broadcasts a HELLO message
including its ID and also records the IDs in received hello
messages. Let Ci denote the neighbor IDs of node i.

2. Every two neighboring nodes estimate the channel response
between them by exchanging probe messages. The estimat-
ed variance is needed for deriving the optimal key rates
according to Eq. (2) or Eq. (3).

3. Every two peers, say i, j ∈ N , exchange Ci and Cj to
identify their common neighbors as Ci,j = Ci ∩ Cj .

4. Every node i ∈ N locally broadcasts its peer ID and
also records the peer ID of every neighbor. The peer IDs
allow i and its peer j to learn their local topology and the
associated peer pairs, based on which to construct the list
of candidate contributors, i.e., Li,j .

5. Every two peers, say i, j ∈ N , compute the optimal key
rate for each candidate contributor in Li,j based on Eq. (4).
Then they determine the most preferred contributor which
is reported by either of them to the server.

6. The server applies the core discovery algorithm in Sec-
tion IV-C on the received information to compute all the
contributor cycles and finally returns every contributor
cycle to each node in that cycle.

7. The nodes in every contributor cycle work together to derive
their respective secret key as in Section II-B.

2) An Example: We shed more light on C-SYNERGY
using the example in Fig. 2, where every two peers i, j are
represented with a solid line and annotated by the correspond-
ing virtual node �i,j . Every two peers jointly determine the
preference order for their candidate contributors. We assume
that the preference orders are as given in Table I. For instance,
�1,2 has only node 4 as a candidate relay, so its most preferred
relay (or contributor) is simply node 4 (or virtual node �4,5).
In addition, �9,11 has a preference order 8 	 (12, 10), which
means that it prefers node 8 as a relay and equivalently virtual
node �3,8 as a contributor.

Based on the received preference orders, the server applies
the core discovery algorithm in Section IV-C to derive the con-
tributor cycles. Specifically, the server first constructs a direct-
ed graph with six vertices {�1,2, �3,8, �4,5, �9,11, �10,12, �6,7}.
Since �4,5 is reported as the most preferred contributor of �1,2,
the server adds an edge from �1,2 to �4,5 in G. Other edges
of G are added similarly. The resulting graph G is shown in
Fig. 3(a). In iteration 1, the server identifies one contributor
cycle (�1,2, �4,5) and removes it from G. The modified graph
is shown in Fig. 3(b). In iteration 2, the server identifies a self
cycle consisting of �3,5 only and also removes it. Subsequently,
a cycle (�9,11, �10,12) is identified in iteration 3, and a self
cycle containing �6,7 only is identified in iteration 4. Therefore,
there are four contributor cycles or coalitions in total, including
(�1,2, �4,5), (�3,5), (�9,11, �10,12), and (�6,7). Finally, the server
returns every contributor cycle to every node involved in that
cycle. The mobile nodes can then determine which nodes they
can use as a relay and whom they should act as a relay for.
For example, nodes 9 and 11 use both nodes 10 and 12 as a
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relay, and nodes 10 and 12 use both nodes 9 and 11 as a relay.
They can all assure that collaborating with each other is the
best strategy to improve their respective key generation rate.

B. D-SYNERGY: A Distributed Implementation

D-SYNERGY enables the mobile nodes to discover the
core solution (or contributor cycles) in a purely distribut-
ed fashion. To emulate centralized core discovery in C-
SYNERGY, D-SYNERGY also works in iterations. Every
iteration is initiated by a mobile node not in any identified
contributor cycle, and a new contributor cycle is identified in
every iteration. D-SYNERGY terminates when every node in
N is included in a contributor cycle.

1) Detailed Operations: We introduce two binary flags fi
and vi for each node i ∈ N . Referred to as an inclusion flag, fi
is initially zero and permanently set to one after a contributor
cycle including i is discovered. In contrast, vi is called a visit
flag and equals zero if node i has not been included in any
contributor cycle at the beginning of an iteration. It is set to and
remains one when node i receives a core-discovery message in
an iteration. In addition, vi remains one after node i is included
in any contributor cycle. D-SYNERGY works as follows.

1. All the mobile nodes in N act according to the first five
steps of C-SYNERGY.

2. An iteration starts when any node i ∈ N with fi = 0
broadcasts a BUSY message. The BUSY message reaches
other nodes in N in a hop-by-hop fashion. Every node
resets its visit flag to zero after seeing the BUSY message
unless its inclusion flag is one. Multiple nodes may try to
initiate an iteration simultaneously, in which case the one
with a smaller ID always wins.

3. Node i then sends a REQi message to its peer, say node j,
and also the most preferred relay. Then i and j sets vi = 1
and vj = 1, respectively.

4. Any node s �= i may receive REQi from its peer or a
node considering it the most preferred relay. In the former
case, node s does nothing other than recording REQi and
setting vs = 1, as its peer has taken care of REQi. This
operation is designed because s and its peer form a single
virtual node in the directed graph G used in C-SYNERGY.
So we let node s and its peer have synchronized internal
states to emulate a single virtual node in G. In the latter
case, node s does the following operations in sequel.

• If fs = 1, node s sends a REJ message to the node
who sent it REQi. The receiver of a REJ message
then sends REQi to its next most preferred relay. If
all its candidate relays respond with a REJ message, it
returns a REJ message to its own neighbor which sent
it REQi. If i gets REJ from all its candidate relays,
it sets fi = 1, notifies its peer j to set fj = 1,
and broadcasts an EXIT message to terminate this
iteration. In this case, i and j have to establish a secret
key without using any relay, which corresponds to the
case that the virtual node �i,j in G belongs to a self
contributor cycle containing �i,j only.

• If fs = 0 and vs = 1, node s checks whether it has
seen REQi before. If so, a new contributor cycle is
discovered. Node s then notifies every node in this

contributor cycle which can be obtained from REQi.
Subsequently, all the nodes in the contributor cycle set
their inclusion flag to one. Finally, node s broadcasts
an EXIT message to terminate this iteration.

• If fs = 0 and vs = 0, node s appends s and its peer ID
d to REQi, sets vs = 1, and then sends the modified
REQi to node d and also most preferred relay.

D-SYNERGY terminates when all the nodes in N have
their inclusion flags set to one.

2) An Example: We still use the example in Fig. 2 and the
preference orders in Table I to clarify D-SYNERGY.

Assume that node 9 starts the first iteration, in which the
inclusion flags {fi}12i=1 and visit flags {vi}12i=1 are all zero
initially. Node 9 sends REQ9 to its peer (node 11) and its most
preferred relay (node 8). Then nodes 9 and 11 set f9 = 1 and
f11 = 1, respectively. After receiving REQ9, node 8 finds that
f8 = 0 and v8 = 0. So node 8 sends 〈REQ9 ‖ (3, 8)〉 to its
peer (node 3) and most preferred relay (node 4). Next, nodes
8 and 3 set v8 = 1 and v3 = 1, respectively.

After receiving REQ9 ‖ (3, 8), node 4 finds that f4 = 0
and v4 = 0. So node 4 sends 〈REQ9 ‖ (3, 8) ‖ (4, 5)〉 to its
peer (node 5) and most preferred relay (node 2). Next, nodes
4 and 5 set v4 = 1 and v5 = 1, respectively. Similarly, node 2
sends 〈REQ9 ‖ (3, 8) ‖ (4, 5) ‖ (1, 2)〉 to its peer (node 1) and
most preferred relay (node 4). Also, nodes 2 and 1 set v2 = 1
and v1 = 1, respectively.

After receiving 〈REQ9 ‖ (3, 8) ‖ (4, 5) ‖ (1, 2)〉, node
4 finds that f4 = 0 and v4 = 1. In addition, it has seen
REQ9 before, so there is a contributor cycle including peer
pairs (4, 5) and (1, 2), which can also be represented by virtual
nodes (�1,2, �4,5). Then node 4 broadcasts the contributor cycle
and an EXIT message to all the other nodes. Subsequently, the
nodes 1, 2, 4, and 5 all have their inclusion flag set to one.
Finally, all the remaining nodes, i.e., {3, 8, 9, 11, 6, 7, 10, 12},
set their visit flag to zero and enter the next iteration. This
process continues until finding three other contributor cycles
as (�3,5), (�9,11, �10,12), and (�6,7).

C. Performance Analysis

In this section, we analyze the security, computational
overhead, and communication overhead of SYNERGY (C-
SYNERGY and D-SYNERGY).

Security Analysis: The security of the generated secret key
is first guaranteed by the key generation process introduced in
Section II-B. The generated secret key is provably secure from
any eavesdropper who experiences an independent wireless
channel from the legitimate nodes [6]. In addition, neither
C-SYNERGY nor D-SYNERGY discloses any secret-key in-
formation to eavesdroppers. Although eavesdroppers might
overhear the candidate relay nodes and the preference order
of each peer pair who want to establish a secret key, they
cannot be in the proximity of any legitimate node and thus
still cannot extract any useful information from the wireless
channel. Furthermore, although a relay node knows partial
information about a secret key, it is blind to the rest information
tied to the wireless channel between the peer nodes it assists.
As note that SYNERGY can be easily adapted to work with
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Fig. 6: Average key rate for D = 300 m.

the most advanced cooperative key generation technique in [6]
such that the relay nodes know nothing about the final secret
key. We finally want to point out that C-SYNERGY and D-
SYNERGY are both vulnerable to active attacks on modifying
the information exchange to and from every mobile node. Such
active attacks can be mitigated, e.g., by authenticating the
exchanged information using a temporal group key chosen by
any involved node. Same as all previous work on PHY-based
secret key generation, we focus on passive eavesdropping
attacks in this paper. A detailed treatment of active attacks
is beyond the scope of this paper.

Computational Overhead: SYNERGY’s computational
overhead is mainly incurred in the process of discovering
the contributor cycles or the core solution. In particular,
according to the description of the core discovery algorithm
in Section IV-C, we can easily see that the computation
complexity of SYNERGY is O(|Lj |) at jth iteration,
where |Lj | denotes the number of virtual nodes involved
in the jth iteration. Therefore, the overall computation

complexity for all J iterations is O(∑J
j=1 |Lj |). Although

|Lj | and J depend on many factors and cannot be precisely
determined, we can estimate the lower and upper bounds
for the computational complexity. Specifically, the lower
bound is O(N) which is achieved when all the N/2 virtual
nodes form a single contributor cycle in the first iteration.
In contrast, the upper bound is attained if every virtual
node is fond to form a self contributor cycle, leading to
N/2 iterations in total. This corresponds to an upper bound

O(∑J
j=1 |Lj |) = O(∑N/2

i=1 i) = O(N2). The computations
are performed at a single server in C-SYNERGY and
distributed over mobile nodes in D-SYNERGY.

Communication Overhead: The communication overhead
of two SYNERGY implementations is different. Specifical-
ly, the communication overhead of C-SYNERGY is mainly
incurred in channel estimation, neighbor discovery, and com-
munication between mobile nodes and the server. It can be
estimated by O(Ñ2), where Ñ is the average number of
neighbors every node has. In addition to the above overhead,
D-SYNERGY incurs some message overhead in the distributed
core-discovery phase. Its communication overhead can be
lower-bounded by O(N), which occurs when all the virtual
nodes form a contributor cycle in one iteration, and upper-
bounded by O(N2), which is incurred when each iteration pro-
duces a self cycle containing a unique virtual node. Therefore,
the overall communication overhead of D-SYNERGY is larger
than that of C-SYNERGY. So we can prefer C-SYNERGY to
D-SYNERGY unless a base station does not exist, and no

mobile node can be elected as a server.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of C-
SYNERGY and D-SYNERGY via Matlab simulations. The
simulation strategy and settings are as follows. We consider a
square region with a side length of D meters. We randomly
deploy N nodes in the square region and assume that the
transmission range of each node is a circle of radius A meters.
We set coherent time T = 20 symbols, and the Gaussian
noise variance σ2 = 1. Then the channel variances between
every two neighboring nodes are set to be a random variable
with uniform distribution. In addition, we randomly select two
nodes within each other’s transmission range as a peer pair
to establish a secret key. Each point in the following figures
represents the average value of 1000 runs. Since the results for
C-SYNERGY and D-SYNERGY are the same in Figs. 4∼7,
we do not differentiate them there.

Fig. 4 illustrates the impact of SNR on the optimal key
rates with no relay, with one relay, and with two relays. The
first case corresponds to non-cooperative key generation, and
the later two cases correspond to SYNERGY (cooperative key
generation). In this set of simulations, we fix the region side
length D = 200 m and set the transmission range of each node
large enough to cover the whole square region. Besides, we fix
the number of users to N = 20 and increase SNR from 1 to
20 dB. From Fig. 4, we can clearly see that as SNR increases,
the optimal key rates of the three cases all increase. This
is anticipated because the key generation rate increases with
the transmission power according to Eqs. (1)∼(3). Moreover,
the optimal key rate of SYNERGY always outperforms non-
cooperative key generation, and it is always better to use
two relays (if any) than using one relay. This is also as
expected because the more relays, the more common channel
randomness available for secret key generation.

Fig. 5 demonstrates the impact of the average number of
nodes on the optimal key rate. In this set of simulations, we fix
SNR = 20 dB, the transmission range of each node to 200 m,
and the region side length to D = 200 m. We also vary the
number of nodes from N = 10 to 100. We can observe that
the optimal key rate of SYNERGY is much higher than that of
non-cooperative key generation. In addition, the optimal key
rate of non-cooperative key generation is almost stable along
with the increase of users, as it only depends on the channel
condition between two peer nodes who want to generate a
secret key and does not rely on any other node. In contrast,
the more nodes in a fixed region, the more candidate relay
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Fig. 9: Comm. overhead (D-SYNERGY).

nodes available for two peer nodes. So we can observe that
the optimal key rate of SYNERGY increases with the number
of users.

Fig. 6 shows the impact of the average number of neigh-
bors on the optimal key rate when the region side length
is D = 300 m. Other simulation settings are the same
for generating Fig. 5, so the entire region is larger than
every node’s transmission range. We have almost the same
observations as in Fig. 5 due to the same reason. In addition,
the optimal key rate of SYNERGY in Fig. 6 is always lower
than that in Fig. 5 for the same N , as the larger the region, the
less likely that two peer nodes can find a common neighbor as
a relay node. Another observation is that the gap between the
optimal key rates of the one-relay and two-relay cases becomes
smaller in contrast to Fig. 5. The reason is that a larger region
makes it more difficult for two peer nodes to find two common
neighbors as two relay nodes who themselves need to be two
peer nodes as well according to our requirement in SYNERGY.
Moreover, when there are fewer than 20 users, the optimal key
rate of SYNERGY is only slightly better than non-cooperative
key generation, as most peer pairs cannot find a relay in their
common transmission range. Finally, it is still better to use two
relays than using one relay in SYNERGY.

Fig. 7 shows the impact of the number of nodes on the
average number of operations for discovering all contributor
cycles. In this set of simulations, we fix SNR = 20 dB and each
node’s transmission range to 200 m. As we can see, the average
number of operations needed increases almost linearly with
number of nodes. Since the overall computational overhead
of SYNERGY is dominated by contributor-cycle discovery,
this result confirms the high computational efficiency of SYN-
ERGY. As said, the computational overhead of SYNERGY is
incurred at a single server in C-SYNERGY but distributed over
the N mobile nodes in D-SYNERGY. In addition, we compare
the average number of operations needed when the region side
length D = 200 m, 300 m, and 400 m. For a fixed number
of nodes, the larger the region, the fewer common neighbors
and thus candidate relay nodes every two peer nodes have, the
fewer edges in the graphG composed of virtual nodes, and the
fewer operations needed for contributor-cycle discovery. This
conjecture is confirmed in Fig. 7.

Fig. 8 demonstrates the impact of the number of nodes
on the communication overhead of C-SYNERGY. In this
set of simulation, we fix SNR = 20 dB and each node’s
transmission range to 200 m. The communication overhead lies
in the messages for neighbor discovery, channel estimation,
and communicating with the server. The total number of

messages and thus the communication overhead obviously
would increase with the number of nodes, as shown in Fig. 8.
For a given number of nodes, the larger the region, the fewer
neighbors each node has, and the fewer messages needed for
neighbor discovery and channel estimation. So we can see that
the communication overhead of C-SYNERGY decreases as the
region side length D increases.

Fig. 9 illustrates the impact of the number of nodes on
the communication overhead of D-SYNERGY under the same
simulation settings for Fig. 8. The simulation results show
the similar trend in Fig. 8 due to the similar reason. One
point we want to point out is that a larger region for a given
number of nodes can decrease the likelihood that two peer
nodes find a relay node in their common communication range,
leading to possibly fewer edges between virtual nodes in the
directed graph G. As such, the number of messages incurred
in channel estimation and distributed relay-cycle discovery
is likely to be reduced. This factor also contributes to the
reduced communication overhead in Fig. 9 as the region side
length D increases. Furthermore, D-SYNERGY has higher
communication overhead than C-SYNERGY due to distributed
contributor-cycle discovery, but it does not need a base station
or an elected node as a server doing centralized computation.

As a summary of the above simulation results, the more
neighbors each node has, the higher the optimal key generation
rate, and the higher the computational and communication
overhead of SYNERGY. There is thus an inherent tradeoff
between the key generation rate and the associated computa-
tional/communication overhead.

VII. RELATED WORK

In this section, we briefly discuss some work most germane
to SYNERGY, which is divided into two categories.

Secret Key Generation from Wireless Channels. There has
been tremendous effort on exploring the channel reciprocity to
establish a secret key between two mobile nodes. For example,
the work in [4] focuses on using spatial and temporal variations
of the wireless channel, while [5] focuses on exploring multi-
antenna diversity for secret bit extraction. The work in [13]
aims at group key establishment in star and chain networks,
and the work in [14] targets secret key establishment in body
area networks. The channel information used in [4], [5], [13],
[14] is RSS (Received Signal Strength). In contrast, the work
in [3] tries to extract a secret key from the channel response
between two wireless devices. There is also research on using
the phase change of received signals for secret key generation
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in UWB systems [15] and OFDM systems [16], respectively.
This line of work [3]–[5], [13]–[16] can be regarded as
different realizations of the information-theoretical approach
in [9] and lead to different approximations to the optimal
key rate in Eq. (1). In addition, this line of work [3]–[5],
[13]–[16] belongs to non-cooperative key generation, as only
the direct wireless channel between two wireless devices is
explored. As such, the key generation rate in [3]–[5], [13]–[16]
can be very low in slowly changing wireless environments.
In contrast, SYNERGY has a different focus on stimulating
mobile nodes in helping others establish a secret key to get help
in return. Once SYNERGY identifies the contributor cycles,
the techniques in [3]–[5], [13]–[16] can all be adopted to
establish a secret key between two mobile nodes as well as
between each node and each of their relays. The resulting
keys can finally be combined to produce the actual secret key
between the two nodes, as illustrated in Section II-B.

Cooperative key generation [6], [8], [17] is a relatively new
research topic. The work in [6], [8] investigates relay-assisted
strategies to improve the key generation rate by incorporating
additional randomness brought by the relay nodes who are the
common neighbors of two mobile nodes under consideration.
In addition, the work in [17] studies secret key generation in
a two-way relay channel, where there is no direct wireless
channel between two mobile nodes who want to establish a
secret key. A critical issue that has been overlooked in [6],
[8], [17] is that mobile nodes are selfish in nature and will
not act as relays for others without adequate reward in return.
SYNERGY fills this great void.

Cooperative Communication via Social Reciprocity. SYN-
ERGY is motivated by the recent work on cooperative com-
munication [18]. Specifically, the work in [18] targets a multi-
hop D2D communication scenario, in which each node can
choose to serve as a relay for other nodes. A novel coalitional
game-theoretical framework is developed to design cooperation
strategies based on social trust and social reciprocity. The
authors prove the existence of a core solution and propose
a mechanism to implement the core solution by identifying
reciprocal cycles, each of which contains the nodes motivated
to act as relays for others in the same cycle. In contrast to
[18], SYNERGY focuses on cooperative key generation, a very
different problem. In addition, the game formulation in [18]
cannot be directly applied, as each game player in our scenario
corresponds to two nodes instead of one as in [18]. Moreover,
each node in [18] can use at most one relay node in its vicinity,
while each node in SYNERGY can use two relays to achieve
a higher key generation rate than using one relay.

VIII. CONCLUSION

In this paper, we studied secret key establishment, a funda-
mental challenge for securing D2D communication. We pro-
posed SYNERGY, a game-theoretical approach for stimulating
PHY-based cooperative key generation in wireless networks
as the first work of its kind. In SYNERGY, incentive-aware
cooperative key generation is formulated as a coalitional game.
We designed centralized and distributed protocols for finding
a core solution to the coalitional game. With SYNERGY in
place, selfish mobile nodes are strongly motivated to col-
laborate with others in the same coalition to improve their

respective key generation rate. The efficacy and efficiency of
SYNERGY has been confirmed by extensive simulations.
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