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Abstract—A problem of much current practical interest
is the replacement of the wiring infrastructure connecting
approximately 200 sensor and actuator nodes in automobiles
by an access point. This is motivated by the considerable
savings in automobile weight, simplification of manufactura-
bility, and future upgradability.

A key issue is how to schedule the nodes on the shared
access point so as to provide regular packet delivery. In
this and other similar applications, the mean of the inter-
delivery times of packets, i.e., throughput, is not sufficient
to guarantee service-regularity. The time-averaged variance
of the inter-delivery times of packets is also an important
metric.

So motivated, we consider a wireless network where an
Access Point schedules real-time generated packets to nodes
over a fading wireless channel. We are interested in design-
ing simple policies which achieve optimal mean-variance
tradeoff in interdelivery times of packets by minimizing the
sum of time-averaged means and variances over all clients.
Our goal is to explore the full range of the Pareto frontier
of all weighted linear combinations of mean and variance
so that one can fully exploit the design possibilities.

We transform this problem into a Markov decision process
and show that the problem of choosing which node’s packet
to transmit in each slot can be formulated as a bandit
problem. We establish that this problem is indexable and
explicitly derive the Whittle indices. The resulting Index
policy is optimal in certain cases. We also provide upper
and lower bounds on the cost for any policy. Extensive
simulations show that Index policies perform better than
previously proposed policies.

I. INTRODUCTION

Traditionally, throughput and delay have been used as
performance metrics to judge quality of service (QoS)

[1]–[7]. The steady-state variance of inter-delivery times

of packets is considered as a measure of service regularity
in [8]. Motivated by cyber-physical systems applications

serving sensors, we address the problem of achieving an
optimal “mean-variance trade-off” in the inter-delivery

times of packets of N clients sharing K channels.

We consider an access point with K channels shared
by N clients. The clients desire a high throughput with

This paper is partially based on work supported by NSF under Con-
tract Nos. CNS-1302182 and CCF-0939370, and AFOSR under Contract
No. FA-9550-13-1-0008.

high service regularity. We can associate a reward function
θi
D̄i

−var(Di) with client i, where θi is the parameter that

client i uses to tune its trade-off between its throughput
1
D̄i

(where D̄i is the mean inter-delivery time between

packets of client i) and the service regularity var(Di), the

variance of the inter-delivery times for client i. By varying
θi one can explore the full range of design freedom

along the Pareto frontier of all mean-variance tradeoffs.

In summary, the net function which captures the trade-off
is,

N
∑

i=1

Ri

(

θi

D̄i

− var(Di)

)

,

where Ri > 0 is the weight attached to client i, and θi
is a tunable parameter permitting full exploration of the
Pareto frontier.

Our contributions can be summarized as follows. We

show how one may obtain tractable decoupled solutions
for the problem of scheduling the clients by addressing it

as a Restless Multi-Armed Bandit Problem [9]. In particu-
lar we obtain the Whittle indices in a closed form, which

yields a very elegant solution based merely on comparing

the indices of the clients. We also derive upper bounds
on the achievable performance of any policy. Simulation

results show that the performance of the obtained Index

policy is very close to optimal.

II. RELATED WORKS

The steady-state variance of the inter-delivery times of

packets of clients as a measure of service regularity has
been considered in [8]. References [8] and [10] consider

the scenario where multiple queues are sharing a server
and deal with the problem of stabilizing the queues while

ensuring an optimal delay and service regularity. [11],

[12] perform an analysis of the pathwise starvations in
service for the case of a single-hop multi-user wireless

network.

A detailed intoduction to Restless Multi-Armed Bandit
Problems (RMBP) can be found in [13]. RMBP and its

relaxation were first introduced in [9]. The RMBP model

http://arxiv.org/abs/1501.06446v1
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has been used earlier in works such as [14], which consid-
ered the problem of choosing an appropriate channel for

up and downlink transmissions in multichannel access.

Reference [15] is another notable work which uses the
RMBP model and derives index policies for optimizing

convex holding costs in a multiclass queue.

We also note that optimality of Index policies has been

established in certain cases as the population of arms goes

to infinity [16] and extensive simulations have shown
that Index policies have “good” performance even in the

finite population regime [15], [17]. References [18]–
[21] consider minimization of variance as an objective

in Markov Decision Process.

III. SYSTEM MODEL

We consider the situation where time has been dis-
cretized into slots, and the duration of a slot corresponds

to the time taken to attempt a packet transmission. Each

client is assumed to have one packet at the beginning
of each slot. In each slot, a scheduler chooses K out

of the N clients, and attempts to deliver their packets.
Channel unreliability is modeled by supposing that if

client i is served in slot t, then the packet is delivered

with probability pi, independent of the past attempts.
Moreover the service times are independent across clients.

The scheduler has to choose the K clients transmitted in

each slot so as to maximize the reward function,

N
∑

i=1

Ri

(

θi

D̄i

− var(Di)

)

, (1)

where D̄i and var(Di) are the mean and variance of the

inter-delivery times of packets for client i in the steady
state distribution.

IV. MARKOV DECISION PROCESS FORMULATION

The system state at time t is given by the vector

s(t) := (s1(t), . . . , sN (t)), with si(t) denoting the time
slots elapsed between the latest delivery of a packet of

client i, and t. Because time is discretized, the state vector
s(t) is updated only at the beginning of slot t, and remains

unchanged within the slot. The state thus evolves as,

si(t+ 1) =



















si(t) + 1 if no packet of client i is

delivered in slot t,

0 if a packet of client i is delivered in

slot t.

The Access Point (AP) takes a decision at the beginning of
the slot t to grant channel access to K clients by choosing

a control u(t) ∈ {0, 1}K,
∑N

i ui(t) = K, where ui(t) = 1
implies that client i will be granted channel access in slot
t. The decision can be based on the entire past history of

the system up to time t.

The “reward earned” at time t when the system is in

state s is given by
∑N

i=1 Ri (θi1 (si = 0)− si), and thus is

solely a function of the system state s. With this set-up,
the process s(t) becomes a controlled Markov process.

For a positive discount factor β < 1, the β-discounted

optimization problem is to design control policy u(t) so
as to maximize the expected infinite horizon discounted

reward,

lim inf
T→∞

E

T
∑

t=0

βt

(

N
∑

i=1

Ri (θi1 (si = 0)− si)

)

. (2)

Similarly the average reward problem is to maximize the

expected infinite horizon time-average reward,

lim inf
T→∞

E
1

T

T
∑

t=0

(

N
∑

i=1

Ri (θi1 (si = 0)− si)

)

. (3)

It is easily verified that the above reward function reduces
to,

N
∑

i=1

Ri

(

θi

E (Di)
− E

(

Di (Di + 1)

2

))

, (4)

and thus differs slightly from the original reward func-

tion (1).

V. WHITTLE INDEX

We will pose the MDP of the previous section as a

Restless Multiarmed Bandit Problem (RMBP). First we

briefly describe the RMBP. A detailed discussion can be
found in [9], [13], [22].

Consider a bandit which has N arms modeled as

Markov processes. At each time a player can choose to

play any K < N arms and collect a reward from each
arm, where the reward is a function of the current state

of the arm that is played. The time evolution of each arm
depends on whether it was chosen to play or not; thus

the bandits (arms) are “restless” and evolve even if they

are not played. The player has to choose the K arms to
play at each time, so as to maximize the expected reward.

A “Whittle” policy, or “Index-based” policy, for the

RMBP, calibrates each of the N arms by deriving N

positive functions (called “index functions”) Wi(·), i =
1, . . . , N , which are defined for each possible value that

the state of arm i can assume. At time t the policy
simply chooses to play the K arms having the K largest

values of Wi(si(t)). After a re-labeling so that W1(s1(t)) ≥
W2(s2(t)) ≥ WN (sN (t)), the choices at time t are

ui(t) =

{

1 for i = 1, 2, . . . ,K,

0 otherwise.

The derivation of the functions Wi(·) follows the fol-

lowing procedure. Each arm is considered in isolation

from the rest of the arms, and the reward function is
now modified so that the player receives, in addition to

the original reward of the arm, a “subsidy” each time
that he chooses not to play the arm (chooses “passive

action”), and the goal once again is to maximize the
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average reward. After having solved this problem, let us
denote by Π(w) the set of states that an optimal policy

chooses to not play arm (stay passive). Then the arm is

said to be indexable if for any two values of subsidies
w1, w2, we have w1 > w2 =⇒ Π(w2) ⊆ Π(w1), and the

original MDP is said to be indexable if all the N arms are
indexable. In case the MDP is indexable, the Whittle Index

as a function of the state value s is defined as the smallest

value of subsidy that makes an optimal policy choose the
passive action when the client is in state n, i.e.,

W (n) = inf{w : n ∈ Π(w)}. (5)

Thus, the Whittle index measures, in a sense, the “value”

of an arm as a function of the present state, and the
Whittle or Index policy chooses those K arms which have

the highest value amongst the N arms.

VI. THE CLIENT SCHEDULING PROBLEM IS INDEXABLE

We will consider the β-discounted MDP, show that it

is indexable and derive the corresponding Whittle index.
The results for the average reward MDP will be obtained

by letting β → 1. We begin with a brief description of the

single-arm β discounted reward problem.
Consider the following single client β discounted bandit

problem parametrized by w and β. The subscripts are
suppressed for convenience since the discussion below

applies to each of the N clients. Thus s(t), p are used

in place of si(t), pi.
There is a single client, whose state at time t, s(t), is the

time-elapsed-since-last-packet-delivery. At each time-slot,

we can choose from the following two control actions:
either attempt the transmission of a packet for it (active),

or stay idle (passive). The reward earned at time t is
= −Rs(t) + w + Rθ1{s(t) = 0} if the client chooses

the passive action of not transmitting, while a reward of

−Rs(t) + Rθ1{s(t) = 0} is earned if client chooses the
active action of transmitting. If the action at time t is

active, then s(t + 1), the state at time t + 1, becomes 0
with probability p, and s(t) + 1 with probability 1 − p. If
the action at time t is passive, then s(t + 1) = s(t) + 1.

The costs are additive over time after discounting by a
factor βt. A policy whether to be active or remain passive

at time t when the system state at time t is s(t) = s.

We will prove that there is an optimal policy which is
of threshold type, i.e. there is a threshold “elapsed time

since last delivery” T (which depends on β,w, p), such
that the policy which keeps the client passive in slot t if

s(t) < T , and active if s(t) ≥ T , is optimal.

By ci(T ) we will denote the β-discounted reward
earned by a policy when the system starts with an initial

state value of i at time 0, and the policy with threshold

at T is used. Let τi be the first time that state i is hit,
i.e. τi = min{t ≥ 1 : s(t) = i}. By “reward earned in the

cycle i → j → 0 → i” we will mean the reward earned by
the system starting in state i in the time slots 0, . . . , τi−1,

while operating under the policy with threshold at j.

Expressions involving reward-functions belonging to a
single value of threshold are at times not mentioned as

a function of threshold. Xp is a random variable that

is geometrically distributed with parameter p. Also, we
define X := EβXp and Y := EXpβ

Xp .

Lemma 1: Consider the single client β discounted MDP.

1) ci(i + 1)− ci(i) is a linear increasing function of the

subsidy w for all i ≥ 0 It is strictly negative when
w = 0.

2) For each n ≥ 0, there exists a unique value of the

subsidy, denoted W (n), such that cn(n+ 1) = cn(n).

3) W (n) ≥ W (n − 1); thus W (n) form an increasing

sequence.

4) For all values of thresholds T , if j > i ≥ T , then
ci(T ) > cj(T ).

Proof: For T ≥ 0, the infinite horizon discounted

reward earned starting in state i and following a policy
with threshold T + i is,

ci(i+ T ) = w

T−1
∑

j=0

βj −

T−1
∑

j=0

R (i+ j)βj

+RβT



E



−

Xp−1
∑

j=0

(i+ T + j)βj









+ βT
(

EβXp
)



Rθ +

i
∑

j=0

(w −Rj)βj





+ βT+i
(

EβXp
)

ci(i+ T ).

Thus ci(i + T ) depends on w as,

[

w

T−1
∑

j=0

β
j + wβ

T
(

Eβ
Xp

)

i−1
∑

j=0

β
j

]

/

[

1− β
T+i

(

Eβ
Xp

)]

=w

[

1− βT

1− β
+ β

T pβ

pβ + 1− β
·
1− βi

1− β

]

/

(

1− β
T+i pβ

pβ + 1− β

)

=
w
[

1− β + pβ − βT (1− β + pβi+1)
]

(1− β) (1− β + pβ − βT+i+1p)
. (6)

Thus ci(i + 1) − ci(i) depends on w as,
w(1−β)(1−β+pβ)

(1−β+pβ−pβi+1)(1−β+pβ−pβi+2) , which is linear and

increasing in w.

Now we consider the case when w = 0. If C1 is the
cost of cycle i → i → 0 → i, then it follows via a simple

coupling argument that the cost of cycle i → i+1 → 0 →
i+ 1, denoted C2, is given by,

C2 = −Ri+ βC1 −RβE

Xp−1
∑

j=0

βj ,

and thus to prove the second result of the first statement,

we only have to show that

C1

1− βiX
−

−Ri+ βC1 −RβE
∑Xp−1

j=0 βj

1− βiβX
> 0.
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This is equivalent to showing that,

C1 > −Ri ·
1− βiX

1− β
−Rβ



E

Xp−1
∑

j=0

βj



 ·
1− βiX

1− β

We observe that −Ri · 1−βiX
1−β

−Rβ
(

E
∑Xp−1

j=0 βj
)

· 1−βiX
1−β

is the reward earned over the cycle i → i → 0 → i if

one were to modify the original cost function and instead

charge a penalty of −Ri for value of states s(t) ≤ i

and a penalty of −Rs(t) if s(t) > i. However since the

original reward function is = −Rs(t) + Rθ1{s(t) = 0}
(note that w = 0), a simple coupling argument shows that

the reward earned is lower with the modified function.

This completes the proof of first statement.
Note that from the first statement it follows that cn(n+

1) − cn(n) is a linear increasing function of w which is
less than 0 at w = 0. Hence there exists a value of w such

that the function cn(n+1)−cn(n) vanishes, and moreover

vanishes at a unique point since the slope of this function
is strictly positive. This value of w, where the function

cn(n+ 1)− cn(n) vanishes, is W (n).
Let C1, C2 be the costs of cycles n → n → 0 → n and

n → n+ 1 → 0 → n. It is seen that,

cn(n) =
C1

1− βnX
, cn(n+ 1) =

C2

1− βnβX
. (7)

Using a coupling argument we obtain,

C2 = (W (n)−Rn) + βC1 −RβE

Xp−1
∑

j=0

βj . (8)

Combining (7),(8) and the fact that for w = W (n) we

have cn(n) = cn(n+ 1),

C1

1− βnX
=

(W (n)−Rn) + βC1 −RβE
∑Xp−1

j=0 βj

1− βn+1X
, or ,

C1 (1− β) =



W (n)−Rn−RβE

Xp−1
∑

j=0

βj



 (1− βnX) .

(9)

Now let us check if under the value of subsidy set to W (n),
we have cn−1(n) > cn−1(n − 1). If this is the case, then
from the first statement of this lemma, we will deduce
that W (n − 1) < W (n). Now, cn−1(n) > cn−1(n − 1) is
equivalent to showing

W (n)−R(n− 1) + βC1 − βnX (W (n)−R(n− 1))

1− βnX
>

C1 +RE
∑Xp−1

j=0 βj
− βn−1X (W (n)−R(n− 1))

1− βn−1X
.

After some algebraic manipulations and using (9) it can

be shown that proving the above inequality is equivalent

to proving X > 0, which indeed is true. This completes
the proof of third statement.

For the fourth statement, using a coupling argument,

we obtain, cj(T ) = ci(T )−R(j− i)
∑Xp−1

j=0 βj , and hence

cj(T ) < ci(T ).

Lemma 2: Let the subsidy be w = W (n). Then for the
single client β discounted MDP,

1) ci(n) = ci(n+ 1), ∀i ≥ 0.

2) ci−1(n) ≥ ci(n), ∀i ≥ 1.

Proof: Firstly recall that for subsidy = W (n), cn(n)−
cn(n+ 1) = 0. Thus for i = 0, 1, . . . , n− 1,

ci(n)− ci(n+ 1) = βn−i (cn(n)− cn(n+ 1)) = 0. (10)

For i ≥ n+ 1,

ci(n+ 1)− ci(n) = βX (c0(n+ 1)− c0(n)) = 0,

where the last equality follows from (10). This proves the
first statement.

To prove the second result, consider the following cases:

i) For i > n, Lemma 1 implies that the inequality is
true.

ii) For 2 ≤ i ≤ n, denote di as the cost incurred in the
cycle n → 0 → i − 1. Then both ci(n), and ci(n + 1)
can be derived in terms of di. When subsidy is equal
to W (n), we have ci(n) = ci(n+ 1), i.e.,

− β
n−i(1− β)di = (11)

W (n)
(

β
n
X − β

n−i
)

+Rβ
n−i

n− β
n
Xi (12)

+R
βn−i

1− β

(

β(1−X)− β
i+1

X + β
n+1

X
2
)

. (13)

where the first equality follows from statement 1.
Similarly, ci−1(n)− ci(n) ≥ 0 is equivalent to

n−i−1
∑

j=0

(W (n)−Ri−Rj) βj + β
n−i

di ≥

n−i
∑

j=0

(W (n)−Ri+R−Rj) βj + β
n−i+1

di

− β
n
X (W (n)−Ri+R) ,

i.e.,

−β
n−i(1− β)di+R

1− βn−i

1− β
+ (W (n)− nR +R)βn−i

− β
n
X (W (n)−Ri+R) ≥ 0 or

(1−βnX)(βi−βn+1X)
βi(1−β) ≥ 0,

where the second-last equivalence follows from (11).

We note that the last inequality holds trivially for all
β ∈ (0, 1) and hence the statement 2 holds for i =
2, . . . , n.

iii) i = 1. We compare the cost incurred by the system
starting in state 0 over the cycle 0 → n → 0 (say C0)

with the cost incurred over the cycle j → n → 0 → j

when starting in state j ( denoted Cj) via cou-
pling the processes associated with the two systems

constructed on the same probability space. Clearly
C0 > Cj . Thus c0(T ) > cj(T ) for any value of

threshold T .
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Lemma 3: The function w + pβ (ci(T )− c0(T )) ( which
depends on w, i, T ) is linear, increasing in w. Also,

W (n) + pβ (cn+1(n)− c0(n)) = 0 for n = 0, 1, . . . . (14)

Proof: We consider the following cases:

i) For i ≤ T , it follows from (6) that the function w +
pβ (ci(T )− c0(T )) depends on w as

1− β − pβ + pβT−i+1

1− β + pβ − pβT+1
w. (15)

We have 1 − β + pβ − pβT+1 > 0, ∀β < 1. Also, 1 −
β − pβ + pβT−i+1 ≥ 1 − 2β + βT−i+1 > 0 since the

function

1− 2β + βk ≥ 0, ∀k > 1, β ∈ (0, 1).

Thus, in the expression (15) the coefficient of w is
positive.

ii) For i ≥ T + 1, we have,

ci(T ) = E

Xp−1
∑

j=0

βj (−i− j) +Xc0(T ).

The dependence of c0(T ) on w can be obtained

from (6). Combining, w+pβ (ci(T )− c0(T )) depends
on w as,

1− β

1− β + pβ − pβT+1
w,

which has a positive slope with respect to w.

This completes the proof of first statement. Note that for
w = W (n), we have

cn(n+ 1) = cn(n).

This implies

−Rn+W (n) + βcn+1(n+ 1) = −Rn

+ β (pc0(n) + (1 − p)cn+1(n)) i.e.

W (n) + βcn+1 = β (p(c0 + (1− p)cn+1) and so

W (n) + pβ (cn+1 − c0) = 0.

Above, in the second implication, we have used the first

statement of Lemma 2 to remove the dependence of ci(·)
on the threshold values.

Theorem 1: For the β-discounted MDP with subsidy

w ∈ [W (n),W (n+ 1)), the policy with threshold at n

is optimal. Thus the MDP is indexable and W (n) is the

Whittle index when the state is n.

Proof: Fix a w ∈ [W (n),W (n+ 1)). If the policy is in-

deed optimal, then the Dynamic Programming optimality
equation would be satisfied. Hence we only need to verify

the inequality

−Ri+ w + βci+1 ≥ −Ri+ β [(1− p) ci+1 + pc0] ,

for i = 0, 1, . . . , n,

or, equivalently, w + βp (ci+1 − c0) ≥ 0, (16)

with strict inequality holding if w ∈ (W (n),W (n+ 1)),
and equality holding for i = n,w = W (n). Similarly for

i = n+ 1, n+ 2, . . . we have to verify the inequality

w + βp (ci+1 − c0) ≤ 0. (17)

We will first prove (16). We use superscripts to distinguish

between costs ci calculated under different values of

subsidy. We have,

w + βp
(

cwi+1 − cw0
)

≥ W (n) + βp
(

c
W (n)
i+1 − c

W (n)
0

)

= pβ
(

c
W (n)
0 − c

W (n)
n+1

)

+ pβ
(

c
W (n)
i+1 − c

W (n)
0

)

= pβ
(

c
W (n)
i+1 − c

W (n)
n+1

)

≥ 0,

where the first inequality and equality follow from
Lemma 3, and the last inequality follows from Lemma 2.

To prove (17) we have,

w + βp
(

cwi+1 − cw0
)

≤ W (n+ 1) + βp
(

c
W (n+1)
i+1 − c

W (n+1)
0

)

= pβ
(

c
W (n+1)
0 − c

W (n+1)
n+2

)

+ pβ
(

c
W (n+1)
i+1 − c

W (n+1)
0

)

= pβ
(

c
W (n+1)
i+1 − c

W (n+1)
n+2

)

≤ 0,

where first two steps follow from Lemma 3, and the

last inequality follows from Lemma 2. This completes

the optimality of the policy with threshold at W (n).
Following 5, the Whittle index for the state n is thus given

by

inf{w : n ∈ Π(w)} = inf{w : w ≥ W (n)} = W (n),

where the first equality follows from the first statement
of Theorem.

We now proceed to explicitly derive the values of the

indices W (n).
Theorem 2:

W (n) =
pβ(f1 − f2 − f3 + f4)

f5
, where ,

f1 =
1− βn

(1− β)2
· ((1−X) [n(1− β) + β]− Y (1− β)) ,

f2 =
β(1− βn)− βnn(1− β)

(1− β)2
· (1−X),

f3 =
1−X

1− β
(1− βnX),

f4 = θ (1−X) ,

f5 = 1− βnX − pβ

(

1− βn

1− β

)

(1−X)

=
1− β

1− β + pβ
.

Proof: From (14) we have,

W (n) = pβ(c0 − cn+1)
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= pβ(c0 − cn − E

Xp
∑

j=0

βj). (18)

Now,

c0 − cn =
C0 − Cn

1− βnEβXp
, (19)

where C0, Cn are the costs over the cycles 0 → n → 0 and
n → n → 0 → n. We can compute C0 − Cn as,

C0 − Cn =



E

Xp−1
∑

j=0

(n+ j)βj



 (1− βn) (20)

+





n−1
∑

j=0

(W (n)− j)βj



 (1− EβXp ) + θ
(

1− βXp
)

.

(21)

Combining (18,19,20) and setting ∆ = E
∑Xp−1

j=0 (n+j)βj ,
we have,

W (n) = pβ





∆(1− βn) +
(

∑n−1

j=0
(W (n)− j) βj

)

(

1− EβXp
)

1− βnEβXp

−E

Xp−1
∑

j=0

β
j +

θ
(

1− EβXp
)

1− βnEβXp



 ,

or,

W (n)



1− pβ ·

(

∑n−1

j=0
βj

)

(

1− EβXp
)

1− βnEβXp



 =

pβ





∆(1− βn) +
(

∑n−1

j=0
−jβj

)

(

1− EβXp
)

1− βnEβXp

−E

Xp−1
∑

j=0

β
j +

θ
(

1− EβXp
)

1− βnEβXp



 ,

which simplifies to,

W (n) · f5 = pβ(f1 − f2 − f3 + f4). (22)

Theorem 3: The Whittle indices for the average cost

MDP are given by,

WAvg(n) = lim
β→1

W β(n) = nRp ·

(

n

2
+

1− p

1 + p
+

1

2

)

+Rpθ.

(23)

Proof: The expression (23) is easily derived
from (22). It remains to show that the quantities

WAvg(n) are indeed Whittle indices for the average-cost
problem. Fix the subsidy to be w, and without loss of

generality let w ∈
(

WAvg(n),WAvg(n+ 1)
)

. Below we

use superscripts to exhibit the dependence of the cost on
β. Now,

c
β
0 (n) =

1

1− βnX
·

(

w
1− βn

1− β
+

β(1− βn)− nβn+1(1− β)

(1− β)2
−

β
n

Xp−1
∑

j=1

(n+ j)βj +
Rθ

1− βnX



 , and so

lim
β↑1

(1− β)cβ0 (n) =

lim
β↑1

(

w
1− βn

1− βnX
+

β(1− βn)− nβn+1(1− β)

(1− β)(1− βnX)

−(1− β)βn

Xp−1
∑

j=1

(n+ j)βj +
Rθ (1− β)

1− βnX





= w
np

np+ 1
+

Rp(n2 + n)

2(np+ 1)
+

Rpθ

np+ 1
(24)

< ∞.

Since for each m, W β(m) → WAvg(m), it follows

from Theorem 2 that there exists a β⋆(w) such that the

policy with the threshold at n is optimal for the single
client β-discounted MDP for all β ∈ (β⋆(w), 1). However

since limβ↑1(1 − β)cβ0 (n) exists, the policy with thresh-

old at n is also optimal for the average cost problem.
However since w can assume any value in the interval
(

WAvg(n),WAvg(n+ 1)
)

, the policy with threshold at

n is optimal for the average cost MDP for each value of

subsidy w ∈
(

WAvg(n),WAvg(n+ 1)
)

. Thus,

inf{w : optimal policy chooses active at n} ≤ WAvg(n).
(25)

Similarly, picking subsidy w < WAvg(n) shows that the

active action is not optimal for any value of subsidy w <

WAvg(n). Hence,

inf{w : optimal policy chooses active at n} = WAvg(n),
(26)

and we obtain that WAvg(n) are indeed the Whittle

indices for the average cost problem.
We note that the expression (24) is the average reward

earned under the subsidy w and threshold at n. We will

denote this quantity as CAvg(W,n).

VII. BOUNDS ON OPTIMAL REWARD.

Lemma 4: For the average cost MDP, the reward ob-

tained under any policy is upper-bounded by the value of

the following optimization problem:

max

N
∑

i=1

Ri

[

D̄2
i + θi

1

D̄i

]

such that

N
∑

i=1

1

D̄ipi
≤ 1, D̄i ≥ 0, i = 1, . . . , N. (27)

Proof: The random reward earned in time steps

1, 2, . . . , t is given by,

C(t) :=

N
∑

i=1

Ri

t



−

Ni(t)
∑

l=1

Di(l)
2 + θiNi(t)



 ,
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where Ni(t) is the number of packets of client i delivered
by time t and Di(l) is the interdelivery time of l-th packet

of client i. Let us assume that the average interdelivery-

time for client i under a policy is equal to D̄i. Thus,

lim inf
t→∞

EC(t) ≤ lim sup
t→∞

EC(t)

≤ E lim sup
t→∞

C(t)

= E lim sup
t→∞

N
∑

i=1

Ri

[

∑Ni(t)
l=1 Di(l)

2

t
+

θiNi(t)

t

]

≤

N
∑

i=1

Ri

[

D̄2
i + θi

1

D̄i

]

,

where the second inequality follows from Fatou’s lemma

and the last is Jensen’s inequality. Thus solving the op-
timization problem (27) gives a lower bound on the

performance of any policy. We note that the constraint
N
∑

i=1

1
D̄ipi

≤ 1, D̄i ≥ 0 is simply the capacity of the wireless

channel.

Next we consider the Lagrangian relaxation of

the RMBP [9]. For this, we relax the constraint

of choosing K arms at each time, to the
constraint that one plays K arms on average, i.e.,

lim
t→∞

Total numbers of arms played by time t

t
= K.

Clearly the maximum possible reward in the relaxed

problem is greater than or equal to the reward earned
by any policy for the original RMBP. Also since the Index

policy is the optimal solution to this relaxed problem (

[9]), its value function serves as an upper-bound for the
value function of the RMBP.

Lemma 5: Let CAvg,i be the average reward earned by
the policy maximizing the single-client average reward

under the subsidy W (24). Then the reward for the
average cost MDP obtained by any policy is less than or

equal to,

inf
W>0

N
∑

i=1

CAvg,i(W )−W (N −K)

= inf
W>0

(

N
∑

i=1

W
nipi

nipi + 1
+

Ripi(n
2
i + ni)

2(nipi + 1)

+
Ripiθi

nipi + 1
−W (N −K)

)

,

= inf
W>0

[

W

(

N
∑

i=1

nipi

nipi + 1
+K −N

)

+
Ripi(n

2
i + ni)

2(nipi + 1)

+
Ripiθi

nipi + 1

]

,

where ni is such that W ∈ (W (ni),W (ni + 1)).

VIII. OPTIMALITY OF INDEX POLICY

Now we consider several special cases of interest.

Theorem 4: Consider the average cost problem for the
case where all the clients are identical, i.e., Ri ≡ 1 and

pi ≡ p for all the clients. The index policy is optimal in

this case.

Proof: Firstly we note that in this symmetric case,

the Index policy serves the client with the largest value of
the state, i.e. the policy is, “largest time-since-last-service-

first”. We will prove the result only for the case of two

clients, each having channel reliability p. The case where
there are multiple such clients follows in a straighforward

manner.

Consider the time-horizon at t. If (s1, s2) is the initial
value of the state vector, and Rt(s) is the maximum

reward that can be earned when there are t time-slots to
go, then the Dynamic Programming optimality equation

becomes,

Rt [(s1, s2)] = − (s1 + s2) + (1 − p)Rt−1 [(s1 + 1, s2 + 1)]

+ pmax{Rt−1 [(0, s2 + 1)] , Rt−1 [(s1 + 1, 0)]},

where the optimal action corresponds to the one max-

imizing the expression on the right hand side. Let us
assume without loss of generality that s1 < s2. Then

Rt−1 [(0, s2 + 1)] ≤ Rt−1 [(s1 + 1, 0)], which implies that
the optimal action is to serve client 2.

IX. SIMULATIONS

We have carried out simulations to compare the per-

formance of the optimal policy which was obtained via

the Policy Iteration tool-box in Matlab vs. the Index policy
which was obtained in Theorem 3. We present three plots

in Figures 1-3. In all the cases considered 2 clients share

a single channel. To obtain Figure 1, we fix client 1’s
parameter as p1 = .8, θ1 = 3, R1 = 1, while for client 2 we

fix θ2 = 3, R2 = 1 and vary p2 from 0 to 1. For Figure 2,
we fix Client 1 parameters to be p1 = .8, θ1 = 3, R1 = 1
while for Client 2 we fix p2 = .6, R2 = 1 and vary the

value of θ2 from 1 to 10. To obtain Figure 3, we fix Client
1’s parameters as p1 = .8, θ1 = 5, R1 = 5, and for Client

2 we fix the parameters p2 = .6, θ2 = 5 while varying the

value of R2.

We observe that Index policy gives near-optimal perfor-

mance in all the cases.

X. CONCLUDING REMARKS

We have proposed an analytical framework for ex-
ploring the full range of mean vs. variance tradeoffs

in inter-delivery times in wireless sensor nerworks, i.e.

Throughput vs. Service Regularity trade-off. The problem
can be formulated as Restless Multiarmed Bandit Problem

and indices can be obtained in closed form. Simulations
indicate near-optimal performance of the resulting Index

policy.
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Fig. 1: Reward Optimal Policy vs. Index Policy for p1 =
.8, θ1 = 3, R1 = 1, θ2 = 3, R2 = 1, p2 varying from .1 to 1.
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.8, θ1 = 3, R1 = 1, p2 = .6, R2 = 1 while θ2 varies from 1
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