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Low-Delay Distributed Source Coding for
Time-Varying Sources with Unknown Statistics
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Abstract—We consider a system in which two nodes take
correlated measurements of a random source with time-varyig
and unknown statistics. The observations of the source at thfirst wireless
node are to be losslessly replicated with a given probabiljt of channel
outage at the second node, which receives data from the firsode //
over a constant-rate errorless channel. We develop a systeand
associated strategies for joint distributed source codingencoding
and decoding) and transmission control in order to achievedw
end-to-end delay. Slepian-Wolf coding in its traditional brm
cannot be applied in our scenario, since the encoder requisethe
joint statistics of the observations and the associated deding

delay is very high. We analytically evaluate the performane *

of our strategies and show that the delay achieved by them

are order optimal, as the conditional entropy of the source . .

approaches to the channel rate. We also evaluate the perforamce Fig. 1: A sample scenario for our problem.

of our algorithms based on real-world experiments using two
cameras recording videos of a scene at different angles. Hag node to losslessly replicate the observations of the firdeno
realized our schemes, we demonstrated that, even with a very gypject to a given desired probability of outage. Communica
low-complexity quantizer, a compression ratio of approxinately i 'from the first node to the second node occurs over a finite-
50% is achievable for lossless replication at the decoder, atra . L. ..
average delay of a few seconds. rate channel. Slepian-Wolf (SW) coding in its traditionairh
cannot be applied in our scenario, since the encoder require
the joint statistics of the observations causally to endofie-
mation. The alternative is to encode across a time periog, lo
enough to exploit long-term variations of the source. Haavev
|. INTRODUCTION with this approach, the corresponding decoding delay ig ver
In many applications, multiple nodes take measuremerigh. To that end, we develop a system and associated novel
from the same source to be combined later in order to obtaistategies for joint distributed source coding (encoding a
high resolution representation of the source. In order hiewe decoding) and transmission control in order to achieve low
that, nodes encode their digitized observations and sh&fd-to-end delay. We evaluate the performance of our strate
information for the observations to be replicated at a comm@ies both analytically and via real-world experimentatidre
location. Lossless distributed source coding aims to emcodfst derive upper and lower bounds on the expected delay.
the observations in a way to minimize the rate of exchang&r bounds show that the delay achieved by our strategies are
information for all observations to be perfectly replighteorder optimal as the conditional entropy of the source (give
at a certain location. The nodes exploit the correlations {he observation at the second node) approaches to the ¢hanne
their observations to build an efficient code. Following theapacity. Next, we use two cameras recording videos of a
seminal work by Slepian and Wolf[1L7], there has been a va@8@mmon scene at different angles to obtain experimental dat
interest in lossless distributed source coding (DSC) iicly After evaluating the possible joint source distributioreséd
applications in quantum key distributidn]12], distribdteideo On the observations, we apply our schemes and show major
coding [8] and wireless sensor networks![20]. improvements in end-to-end delay over existing traditiona
We address the lossless distributed source coding probl&tgpian-Wolf based coding schemes. Tamalytical results
for a pair of nodes, observing a random source with tim&how us that the delay performance of our schemes are very
varying statistics, unknown to the nodes before the sessigl@se to that of a highly-optimistic imaginary scenario, in
starts. Our objective is to minimize the delay for the secorvhich the joint distribution of the source observations are
causally available to encoder, without seeing the observat
This work is supported in part by NSF grant CNS-1054738. at the decoder. Thexperimentalresults show that, even if
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typical settinE that we consider in this paper. Here, twastudied in a SW coding setup. There, decoding error exponent
security surveillance cameras observe the action in the émderived for a given end-to-end delay. If a feedback chianne
vironment, which is time-varying and uncertain. Thereforédrom the decoder to the encoder is present) [14] proposed
the joint distribution of the observations of the two cansesa a scheme under lack of the knowledge for the joint cdf.
not causally available at these two locations. One of theespdThere, by carefully choosing a sequence of codes, the averag
holding a camera would like to replicate the video taken ley tlencoding rate is minimized over each frame at the encoder.
other camera to increase the resolution, in order to enhtiiece Similarly, [9] exploited the feedback channel to send some
detection performance of an intruder, for example. Theerunformation to the encoder for a better performance. With
force approach would be to have the whole video transmittedknown statistics,[ [16] studied the outage capacity of the
to the replicator node over the wireless channel. Howelier, t system and 5] proposed a compound source model to achieve
would lead to a waste of communication resources, espgciaibitrarily low probability of outage. In another direatio|4]
if the wireless channel has a limited capacity. Insteadfitse proposed universal incremental SW coding, in which an incre
node can exploit the existence of highly correlated obgiEnva mental transmission and a universal sequential decisgirige
at the second (replicating) node to send information meredpplied by the encoder and decoder, respectively. Themyste
“sufficient” for its video to be replicated. This process isleveloped requires the availability of ACK/NAK feedback
known as lossless distributed source coding. In securipji-ap from decoder to encoder.
cations, delay is of critical importance. Therefore, ttiadial None of the above studies addressed the time varying and
schemes that are based on the utilization of the long-tetmknown source statistics in the context of delay mininiaat
statistical regularities are not viable. Furthermore, iuégme- without an active use of a feedback channel. Indeed, if the
varying statistics (non-stationarity), the knowledgelwod joint prior knowledge of the source statistics is not available, i
statistics at the encoder is also not a valid assumptionglwhimay not be possible to feed back the joint statistics without
calls for universalsolutions for coding. actually feeding back the actual observation sequenck. itse
Background, Related Work, and our Contributions: Loss- With that motivation, the main contributions of our papenca
less distributed source coding was first introduced by &kepibe listed as follows:
and Wolf in [17]. There, two independently and identicallfl) We extend the existing studies on universal distributed
distributed (i.i.d.) random source sequendes; }°,,{Y;}°, source coding by integrating time-varying and unknowntjoin
with joint cumulative distribution function (cdff'xy (z,y) Statistics, the use of finite-capacity channel from the deco
are observed at the encoder and the decoder, respectitely. tb the decoder, and minimization of end-to-end delay.
objective is to reconstruct sequeng;}2, losslessly at the (2) We specify two different classes of joint encoding, de-
decoder. Instead of encodifd(; }22, with its full entropy rate coding, and transmission control strategies, named \Wait-t
H(X), SW coding enables lossless replication at an encodiRcode and Wait-to-Decode, and develop a strategy in each
rateRx = H(X|Y), regarding{Y;}32, as side information at class to achieve low-delay in universal distributed source
the decoder. To achieve this rate, SW coding (i) encodes grding.
source sequence across infinitely many blocks to achieve (@ We derive upper and lower bounds on the performance of
arbitrarily low probability of decoding error; (ii) requis the our strategies. While the bounds are valid in any regime, in
knowledge of the joint cdfFxy at the encoder. These twothe heavy traffic limit as the channel capacity converges to
assumptions make direct application of SW coding, but afiee long-term average source rate, we show that our stestegi
inappropriate in some delay-sensitive applications (bvg. achieve optimal delay scaling. To achieve that, we develop
video meeting, online video streaming etc.) or for cases @nd utilize new techniques in heavy-traffic analysis of gseu
which the joint statistics is unknown, and/or time-varyimgn- We also point out a phase-transition phenomenon on the
stationary in certain situations (e.g. the encoder and discoachievable delay scaling to show that even a minor deg@uati
are moving while communicating). in the knowledge of joint statistics leads to a differentlisca

These issues were addressed in a variety of studies, folld&9!me.
ing [17]. Many practical coding schemes have been proposé@, We implement our stategies in a setup that involves two
e.g. [15], [19]. And most of them are based on channel codedmeras recording videos of a common scene at different an-
[18], especially low-density parity check (LDPC) cod&s][11 gles. This setup enabled the real-world experimental etiain
[13]. Nevertheless, perfect knowledge of joint cdf remains of the performance of our strategies. We demonstrated that,
widely adopted assumption. Csiszar and Korner first exnd@/en with a low-complexity quantizer, a compression rafio o
SW coding to achieve universalityl [3], where neither enngdi ~ 50% is achievable for lossless replication at the decoder, at
nor decoding depends on source statistics. They also ahly@n average delay of a few seconds.
the finite-block behavior and provided the universally iatta
able error exponent when encoding rates are within the SW- Il. SysTEM MODEL
region, i.e., the region of rates for which lossless refiizaof ~ In this paper, we use boldface to represent vectors, upper
sources is possible with arbitrarily low probability of age case to represent random variables and vectors, and loser ca
as the block size goes to infinity. 1A1[1], end-to-end delay #© represent realizations of random variables and vectors,

deterministic parameters.

ln fact, the illustrated scenario is the very case we ewvaluat our First, we introduce ousource model In our system, there

experimental observations. are two nodes that take correlated measurements of a random



X, Y, distributions (betweem andmﬂ i.e., nodeX sends the index
of X; and nodeY sends the index oY,. Note that, to form
~ a message, the encoder can possibly combine multiple blocks

encoder 1 c bits/slot | oder '~ of source symbols. Consequently, there exist times in which

the encoder chooses to make further observations to combine

Fig. 2: System model. with the existing ones and not encode the current block at
the time. For such blocks, a blank message is generated.

For instance, in traditional SW coding, the encoder waits to

source. Time is slotted and a single source symbol is takeB o

. . . serve infinitely many blocks of symbols that are encoded
by each node in each time slot. We further group time Slo%intl to take advantage of lona-term statistical av :
into blocks of sizen time slots and denote the rando y 9 9 %

measurement taken by the nodes in bldcs X, and Y, he size of the string dictates the instantaneous rate of the

respectively. Hence, we will refer to the nodes as ndfle encoder, denoted by, bits/slot. Thus, the total number of

and nodeY” in the sequel. Source symbols are discrete, takirl?ltS in messagélf; = nfi;. In case of a blank message after

on values from associated finite setsand ), for node X . ck¢, B, = 0 for that block. We gnore the numbgr of
. I . bits the encoder uses to encode the indeXgpfn calculating
and nodeY, respectively. We denote the joint cumulatlv?F

distribution function (cdf) of the observed source symbo he rate (i.e.log;m < nl for all non-blank messages).
. . : ..~ These messages are transmitted over the channel to begsourc
in block ¢t with Fx,v,(x,y), and the associated probab|I|tyOI

mass function (PMF) wittPx, v, (x, y). We assume the joint ecoded by the decoder at node The decoder combines the

statistics of the blocks to be time varying from one block t(r)ecelved messages with its own observation sgqu@h’@ (as
. L well as the indices of the marginals of blocKs if available)
another, but to remain constant within each block (analsgou

; . . in order tolosslesslydecode{X;}. We denote the decoded
to block fading models in channel coding)ofsymbols, large PN . s

. . equence witH X, }. If for certain blockt, X; # X;, we say
enough to invoke random source coding arguments. Also, the

=Y ! that an outage occurred for blo¢k
symbols observed by node and” are i.i.d. in each block: We refer to a strategy as a method that jointly selects the

B L encoder and the decoder. In particular, a strategy, paesmet
Fxoy (x,y) = H Fxv, (i, 42), ized with 7, chooses the mapping from the sequence of blocks
121 {X:} observed thus far to the messayg , and the mapping
Px,v,(x,y) = H Px,v, (i, yi), from the received sequen¢@/;} to the decoded block&X, },

at the end of each block. The set of all strategies is denoted
with II. Moreover, we do not impose any restriction on the
strategy space such as stationarity or ergodicity.

Finally, we provide thelelay model We measure the delay
experienced by a block of source symbols as the time elapsed
between the slot that the first source symbol is observed and
the slot that all the symbols of the block is decoded. There
are three different components of the delay that expergnce
by X;. Firstly, for a given strategy, a block may experience
a delay,Wgr)(t), at the encoder. This is due to the fact that
the encoder decides to group the symbols of the block with
the symbols of the subsequent blocks. Next, the messages

. (encoded symbols) need to wait to be transmitted over the
Y., they only have the knowledge of the margin&ls, () and channel, since the channel has a finite rate. For instance, if

Fy,(y), available at the end of block but they do not have the message at timehas a rateR, = 2 Mbits/slot and the
any knowledge of'x, v, (x, y) beyond the possible group that

it belongs toF. However. the nodes have the knowledge %hannel has a rate= 1 Mbits/slot, then it takes the message
' ' G lati Il block ded) at least slot 2
the PMF, Pr(F;;) of each possible joint cdf of the node. Notctencapsu ating all blocks encoded) at least slots (or

that. th ot ¢ h a PME imoli doubly stoch locks) to be transmitted over the channel, even if thereis n
al, the existence of such a — IMplies a doubly stoc a.s%(fher message in transmission at the transmission queug whe
stationary, and ergodic structure in our source model:dfre |

. : S ; ...~ _the generated mess arrives. We denote the transmission
cdf in each block is chosen at random, i.i.d. with probab|I|t|esdelag associated wai‘tgr?a strateat with W(ﬁ)(t) Lastl
parameterized by PMPr (F;;). Then the source symbols are y 9w o Y,

chosen at random, according to the associated joint depending on the e_ncoder s_trategy, the decoder may choose to
accumulate further information on a source block through fu

~ Next, we present theystemthat we consider, as illustratedture messages and thus defer the decoding decision uetil lat
in Fig.[2. Node X is connected to nod& via a noiseless we denote the decoding delay associated with strategjth
channel with constant transmission rat®its per slot. Node ng) (t). The overall delay experienced in the system with
X (s_ource)_encodes the observed symHdds } into a string strategyr is thus, W (™ (t) = W,g”)(t) + Wé”) (t) + Wgr) ®).

of bits, which we refer to as the message. We denote the

message created 'n blockwith M. F(?r e_aCh block, nOd? 2This consumes a negligible amount of resources, comparttetsize of

X andY also (possibly) exchange the indices of the marginak message, sinee is assumed to be large.

i=1

where F,y, (z,y) and Px,v,(z,y) denote the joint cdf and
the associated PMF of a symbol pair in blagkespectively.
In the sequel, we simply usé,(z,y) and Py (z,y). We
further assume that'x,y,(z,y) takes values from a finite
set F, of possible joint cdfs. Without loss of generality
we group the joint cdfs inF into m groups as follows:
F = {Flla . Ful;FQl, - F212; - ;le, R lem}, where
each group{F;; ?’:1, of joint cdfs have identical marginal
cdfs, i.e.,Fj(z) & Fy(x,00) = -+ = Fy,(z,00), Fi(y) &
Fi1(o0,y) = -+ = Fy,(o00,y) for all i,1 < i < m. Since
nodesX andY merely have their own observatiods, and



We finalize the section noting that, systems studied_in [1¥Yhile the encoding delay is a single block, the highly con-
and [1] can be regarded as two special cases of our systeservative choice of encoding rate increases transmisstay d
significantly, potentially too if ¢ < Hpax(X|Y).

Il PROBLEM STATEMENT The above observations motivate us to find a solution

In this paper, our objective is to develop strategies thaggmewhere in between the two extreme approaches depicted in
minimize the end-to-end delay observed by the source, whil®) and (3). Note that, if: > E[H(X|Y)] the problem be-
keeping the rate of blocks experiencing outage below aicertgomes uninteresting (trivial if > Hya, (X |Y)). The problem
desired threshold € (0,1). This goal can be achieved bypecomes interesting faE[H () (X|Y)] < ¢ < Hpmax(X]Y).
solving the following problem: The major focus in performance analysis will be the case in

o s () () () which cis very close to, but slightly larger tha[H ;) (X |Y)].
min hénjolip T t; EWg () + We (1) + Wy (1)] (1) while the extension to the case of the time-varying/fading
N channels is possible, the nature of the proofs change substa
s.t. P{Xe # Xi} < e¥E=1,2,..., 00, tially and the derivations become cumbersome, leading to a

where the expectation is taken over the PNP,(F;;), of the loss in the main insights. Besides, our main objective is thi
source cdfs and the probability of outage is dictated by tf@per is to address the delay caused by the variations in the
strategyn, as well asPp(F;;). Note that, while the source Source, as opposed to the temporal variations in the channel
is stationary and ergodic, the strategies need not be statio 1herefore, we chose to use static channels in the sequel.

nor ergodic. One thing to be careful about our formulation is

that, the outage probability is imposed ewery singleblock IV. PROPOSEDAPPROACHES

md'\;'dltj_a"y' rather_ th.an on average. With the mere assumption thaf is a finite set, there
ustrative scenarios. does not exist a well-structured closed-form solution fpti-o

(1) Known joint cdfs:It is well-known that if the joint cdf, "~ "~. o
Fio) (1), of the source were known at the encoder, then Orqrgzatlon problem[{1), for all possibilities of. However, we

. . ropose two structured class of strategies, Wait-to-Eecodl
CQUIQ apply SW _enc.odlng anq decodifgl[17] (based on ranq ait-to-Decode, and show that they are both able to achieve
binning and typicality decoding) on a block-by-block b:';\Slsop,[irm‘I delay scaling as channel rat@pproaches the long-
Thus, the rate of the messagé, would be the conditional

. o erm average conditional entrofdfH (X |Y)]. Also in both
entropy, H (”(.X [¥), of the source associated with joint Cqftclasses of strategies, we provide ways to jointly encode and
Fyy(x,y), which would lead to a long-term average encodin

rate of Jecode multiple (can be single if needed) blocks of source
symbols together. In the rest of this section, our proposed
E[Hq(X]Y)] = Z Z Pr(Fy) - Hij(X|Y), strategies are presented in details.

1<i<m 1<5<l;

where H;;(X|Y") is the conditional entropy giveR;;. A. Wait-to-Encode Strategies

With this approach, an arbitrarily low probability of ougg A strategy,my 1, is called Wait-to-Encode if it accumulates
can be achieved as — oo and thus the constraint is mety|ocks of symbols at the encoder and these blocks are jointly
The encoding delay is merely a single block for @llsince gncoded simultaneously. With Wait-to-Encode, a sourcekolo
each block is immediately encoded. The decoding deldy iSg encoded only in a single message and no longer kept at the
for all ¢, since each block is immediately decoded. Thus, the,~,qer after encoding. At the end of each bladke encoder
only component of the delay experienced is the transmissigiikes a decision about generating messagéie which is
delay, which is finite ifc > E[H ) (X[Y)]. based on whether a condition associated with stratggy is
(2) Accumulate and encodawithout the knowledge of the gajisfie or not. This condition is parameterized vy ).
joint cdfs, one possibility is to accumulate infinitely Man\ny time a block, X;, is deferred for future encoding, the
blocks at the encoder and encode them jointly. That way, Noges,ciated messagel;, at that instant is blank. NodE de-
X can exploit the law of large numbers as the empirical PMé:odeth immediately éfter receiving it thl.W(”WE)(t) =0
of the source statistic, convergesitp (F;;) with probability 1. Denoting the set of Wait-to-Encode strategigs Vi, we
Thus, the situation becomes that of known joint statistcs] can summarize the general procedure as follows: '
the long-term average encoding rateffi (X |Y’)] can still '
be achieved at an arbitrarily low decoding error probapilit . ] _
However, clearly the encoding delay will be arbitrarilygar _ Algorithm 1 (Wait-to-Encode Strategy):
with this approach and it cannot be a viable solution for ogbservation:
problem. At the beginning of block, supposeiX’ — 1 blocks of source
(3) Block-by-block encodingn the other extreme, where eactsymbols have been accumulated thus far, for= 1,2,...,
block is encoded separately, one has to pick the encodiag r4@iting to be encoded. By the end of blocknode X and
large enough to ensure the outage constraint is met in edcrPPservesk; andy; respectively and the marginalg,) (z)
block. For instance, to achieve arbitrarily low probapildf and F(,)(y) are interchanged between nodes.
outage, the encoding rate has to be picked as Encoding:

N Node X generates messagé; as follows:
R = Hij(X]Y) = Hinax(X]Y). If C(mw ) holds for the accumulated set of blocks

max
1<i<m, 1<5<l;



Blank messagé/; is generated, i.eR; = 0; block is encoded by itself, to start the process afresh. With

Else Wait-to-Decode strategy, the main delay is experiencetiaat t
MessageM, is generated via SW encoding at ratelecoder, since the messages are accumulated there. Once the
Ry = Rx(FE FE ¢), delay is calculated at the decoder, the other components of

where F&¥ and FX represent the sequence of marginals fdtelay can be written b/ () = 1 and WP (1) =

the observations of nod& and nodeY’, respectively and the == = 1 time block (due to the encoding rafe; = c).

encoding rate functiox (F% , X, ¢) is chosen as: Motivated by the sequential binning strategy proposed
in [I], we propose the following Wait-to-Decode strategy:

Rx(F¥,F¥ ¢) =min Ry 2)
sty Pr(FRIFE FY) <e Algorithm 2 (Wait-to-Decode Strategy):
FKcFIK Observation:

N At the beginning of block, supposek” — 1 blocks of source
where :{F SR H“)(X'Y)ZRX}' SW encoding sympols and messages have been respectively accumulated

T=t—

is a random coding strategy, in whieher=t—x+1 Hir) (X) pos- & nodeX andY thus far, forK = 1,2,..., waiting to be

sible typical nodeX observations are mapped into a binning€coded. By the end of block node X' andY" observesx;
structure with2"Bx (FX-F¥.<) pins. Then, given the vector of 2ndy: respectively and the marginal3,) (=) and I, (y) are
observations, nod& finds the bin number of the associatedt€rchanged between nodes.

vector in the binning structure and uses it as messdge ~ Enceding: o _
Node X generates messagk/, for jointly encoding x*

. K K ok oK via sequential SW encoding at rat®, = c¢. Sequential
_Theorem 1:Givenx™, y™, Fiy, Fy* and the outage proba-sw encoding is also a random coding strategy, in which
bility constrainte > 0, the minimum achievable joint encoding,>>’ ... H»(X) possible typical nodeX observations are

rate for M, is the solution of the constrained optimizatioqnapped into a binning structure as with bins. Then, given
problem [2). _ _ _ the vector of observations, nod€ finds the bin number of
Proof: The detailed proof can be found in thependix  the associated vector in the binning structure and uses it as
To prove this theorem, we utilized random coding and typinessagel/,. After accumulating the bin number sequence,
cality decoding ideas. B je. message sequentkl,_r1,...M;), this sequence of hin

Possible choices for ConditionC(mw ): It is clear that the numbers is sequentially connected and treated as the ‘bin
main differentiator between different Wait-to-Encodeeties nymper’ in traditional SW coding.

is the choice of ConditiorC(mw ). For instance, the two pecoding:

extreme cases for this class of algorithms are the ones ichwhjfter receiving messag/;, nodeY decodes the accumulated
C(TFWE) is chosen such that (K = oo and (||)K =1, which message$Mt7K+1’ Mt) as follows:

correspond to lllustrative Scenario (2) and (3), respebtiin If LRx(FE,FX, ¢) < cholds

general, Conditiol€(my ) dictates the achievable pointinthe ~ Join)t(ly’ ée’cod_e all the accumulated messages

tradeoff betweer[IW ™) (1)] and E[W ™™ (¢)]. If we try (My_g41,...M;), removex™ from the encoder and

to keep one of them small, then the other will increase. With start afresh:

this observation, we propose the following Wait-to-Encode g|ge

strategymyy , in which the conditionC(ryy, ;) is chosen to All the message$M;_x.1,...M;) keep being ac-

be: 1 cumulated at node”, waiting for the subsequent
ERX(F)va R e) > e 3) message(s).

Thoughyy, ; is not necessarily optimal with respect to Prob-
lem (T), we prove in SectionlV that it achieves optimal delalyotice that, we described only one Wait-to-Decode strategy
scaling as channel rateapproaches the expected entropy rat@{ithout any control condition. The main reason is that, here
E[H(;(X|Y)], of the observation at nod¥. we use a constant encoding rate (as opposed toahable-
rate encodingin Wait-to-Encode class of strategies) and at
) the same time nod®& decides to decode the accumulated
B. Wait-to-Decode Strategy messages as soon as the probability of outage goes below
In a Wait-to-Decode strategy p, the encoder generateshe desired threshold. We show in Secfidn V that our Wait-to-
messagé/, with encoding rateR, = c, at the end of each time Decode strategy also achieves optimal delay scaling asehan
block ¢. For some blocks, this rate will be sufficient to decodeate ¢ goes down td&[H ;) (X|Y)].
X, at the desired probability of outage. For those blocks that
acquire higher encoding rates, bloEk is not dropped at the C. Comparison of Wait-to-Encode and Wait-to-Decode
encoder, but jointly encoded with the subsequent blocks ofBoth proposed strategies have their own advantages and
source observations. Once the encoder decides that suofficéisadvantages. Under our Wait-to-Encode strategyz, we
information is accumulated at the decoder so that the gréupaarefully control the encoding rate, which is variable. We
blocks encoded can be decoded with the desired probabilityoose ConditioiC(73;, ;) in a way to minimize the encoding
of outage, the blocks at the encoder are removed and the rmiaday by transmitting the group of blocks, as soon as the



encoding rate goes below the channel rate. The optimalnesig let
of C(mw ) is complicated due to the strong coupling between m
the encoder and the channel, where the instant arrival fate o 2 i (Hii (X|Y) — E[H o (XY 2,
the channel, i.eR;, depends on our control decisions. " ;;QS ! ( i) Ho (X] )])
On the other hand, under the Wait-to-Decode stratagy,,
we only have messages accumulating at the decoder. Due top ;.
the lack of control in our scheme, the end-to-end expected
delay can be fairly large for certain blocks (despite beirdgo L
optimal). For example, once a (very-long) block, demanding gfqi 2 Z bij (Hyj(X]Y) — EHi)Q-
large SW encoding rate is observed, i.e., the required émgod =1 %t

rate is way above:, the decoder needs to wait for man . . . .
y Note that, 0% is defined as the variance of the conditional

subsequent blocks for things to smooth out in the long ter oD db it in the ioint cdi d

This is identical to the so calleslow truck effecin First-in- er; fopies caused by varations in e joint cobix, an

First-out type queue scheduling oz, denote the normalized expectation and variance of the
' conditional entropies associated with the joint cdfs inugro

i. Also, let us succinctly denote the objective function of
V. PERFORMANCEBOUNDS optimization problem[{1) WithE[W(”)(t)], ie.,
In this section, we derive upper and lower bounds for the_(ﬂ) 1L
end-to-end delay under both Wait-to-Encode stratagy; and E[W " ()] £ limsup T Z EW () + W (8) + w5 (1))
Wait-to-Decode strategyy p. T=oo £ 55
While our results argeneralfor all possible values of the

parameters, one of our main focus will be on the case in whiéh D€lay Upper Bounds
the channel transmission rateis larger than, but close to " this section, we provide upper bounds on the end-to-end

E[H,(X|Y)]. To formalize this, we define parametgmith delay achieved by Wait-to-Enc_ode strategy , and Wait-to-
0 <7 <1 such that Decode strategytyy p to be valid for all values of.

Theorem 2:For a given set of possible joint cdfs,

[I>

l,

k3 1/ 1
Z ﬁHlJ(XD/)a Ci £ —. EHi?
= % 1=n

[I>

K2

c= % -E[H ) (X]Y)]. (4) F, expected average end-to-end de[ﬁW(FWE)(t)] and
(1=n) E[W™ ) ()] can be upper bounded as follows:
The channel rate can be varied (but remains constant once i 3. 11
given) by adjusting the value of the parameteiThe cases in E[W(”WE)(t)] < 270 =+, (5)
which 7 is close t00, i.e., c =~ E[H;(X|Y')] are referred to 2 2
as theheavy trafficegime. Heavy-traffic regime is particularly E[W(WWD)(L‘)] < v, 1 + §, (6)
interesting in cases when we want to fully utilize the avzga 2 7?2

channel, while achieving a low finite end-to-end delay. Thehere

results in this section reveal that both strategies achilege —9lne- o2
order-optimal delay performance with respect to Problegjn (1 ¥ = —Hg (1—n)?+
- o - E[H ) (X]Y)]

in heavy-traffic regime, i.en | 0. At the end of the section,
we illustrate the bounds via a simple numerical example. My = Hunax(X[Y) = E[H ) (X[Y)].

Recall that the set of possible joint cdfs” = Proof: Both strategies achieve their upper performance
{Fi1, .. Fuy Fory oo Faiys oo Fns o Fr,, e Note that if - hounds in the worst case scenario when the encoder and
li = 1,V1 <i < 'm, then the marginal distribution informationthe decoder do not use the marginal cdf of source symbols
is equivalent to know the joint cdf information, for whicheth (or the marginal cdfs are useless, emg.= 1, I; > 1). In
delay analysis becomes trivial. In fact, as we will discager,  sych case, the joint encoding rate functifiy (FX, FiX e)
the delay scaling changes in the case of the availabilitpiotj no Jonger depends oRX or FX, but the value ofx’. Hence,

cdf, pointing out aphase transitionpphenomenon. The main Rx (F¥, F]f ¢) can be simply written aRx (K, ¢). Based
focus in this section is in the case where there existsnan on this fact, we define constaiif. as:

MgE[H @+ (X[Y)]

.2
502 (n—n9)1,

with 1 < m* < m such that; = 1 for any: < m* andl; > 1 K,2 min K @)
for m* +1 < i < m. To simplify notations, we make the t
following definitions: s.t ]P’{ Z H(X]Y) > K - c} <e.
T=t—K+1
¢ij £ Pp(Fy), ¢ = Z(bij, Since {H(-)(X|Y), 7 > 0} is an i.i.d. process with mean

l;
j=1 E[H:(X|Y)], which is less than c, there always exists a
Hypax, (X|Y) & max H,;;(X|Y), solution to (7) for allp € (0,1). Thus, it is clear that
1sj<li Rx(K.¢) < c. Thus, in Wait-to-Encode strategy;; .,
where ¢, and H,,.x, denote the sum probability and thethe encoder will always accumulat&, blocks to jointly
maximum conditional entropy of all joint cdfs in group encode; while in Wait-to-Decode strategyy p, the decoder
Next, we define some quantities that we use in expressingl always accumulatey. blocks to jointly decode (because
the performance. For alli, j) such thatl <:<m, 1 <j < of the lack of side information from the observation of the



marginals). Since every., !olo_cks form a cyc_le which will e () > 1 ¢iEn,
repeat over and over again in both strategies, the expecte@[ ®)] = s <m (1—mn) Z E[H ) (X]Y)]
average end-to-end delay under the worst case scenario, i.e - s
E[W %2 (1) and E[W %" ()], can be easily derived as + o ( 47 - Eg. LR })} (1)
follows: 27-E[Hy (XYV)]A + B+)*> n* 6
t
(miv ) 1
EWwe™ 0] = > [Wer)+We(r) + Wp(7)]
€ r=t—Kc+1
3Kc 1 —(TwD) ¢1EH
= = E[W t)] > 1- o
sinceWg(rt)=t—7+4+1, We(r) = (1) =0; vy ( 27i- - Epr,. 1 N 1)} 12)
—(rw D) 1 g C\2TE[Hy(XY)(1+8)2 n? 2] )
EWwe” )= Y Welr)+Welr) + Wn(7)] .
R —2lneoy . Mp,, Eu,.
K, PR where;. = —gz—=- {(1 =)+ g (- 772)}’
=5 + > 9) ; biEn,
MHi* = Hmaxi* (X|Y) - EHi*l andﬁi* - %Tl*

sinceWg(7) = We(r) =1, andWp(r) =t — 7.
In general, K. is difficult to be exactly evaluated. Yet, we

can make use of Chernoff bound to approximately calculate proof: We only provide the detailed derivation of the
K., denoted bykK,. From Theorem 2.11 i [7], we have  |ower bound formy z, since the lower bound ofy p can

. be derived by following identical steps.
P{ > Ho(X[Y) > K-c}

T=t—K+1

Kn?c? First, we propose a genie-aided strategy whose delay per-

< eXP{—Q(UQ M c. /3)} formance lower bounded all Wait-to-Encode strategies. Fix
H = g any ¢* such thatm* + 1 < ¢* < m. We define this genie-

aided scenario correspondingitoin which the instantaneous

Therefore, if we defines. as: alt _ _ )
joint cdf F{; is provided to both of the nodes by a genie,

K.,= min K if Fry & {Fie1,...Fi-1,. }, 1.e. F(;) does not belong to the
ot e B Kn?c? - i*th group of possible joint cdfs. Hence, all strategies can
*P 202 + My -c-n/3) | — & achieve as good performances, if no better, by exploitingemo
H H n

information about the joint source statistics. Consedygttite

then we have expected delay achleved kyy g in the genie-aided scenario,

2 T
K, = _21;176'2% . (1 + MHQ' c. 77) _ (10) denoted byE[WGéVf (t)], can serve as the lower bound of
e 30 the delay performance achieved by &l € [l g, i.e.,
By substitfing D), ntoLte) and ), renlacing. and c USROS 0 N )
with K. and —%-——— respectively, we complete the proof.
|

Note thaty scales a$)(1) asn approache$. Theoren P2
indicates that without any marginal distribution inforioat Next, we further provide the lower bound Eﬁwggf)(t)].
the expected end-to-end delay under both WE and WD strate-
gies scales a®(1/n?). Next, we derive lower bounds for the E[W(’TWE> )] > (1 -n) Z dici

same delay and show that the lower bounds also have the e i

same scaling law. This indicates that our algorithms arerord 0o

optimal. ? ? + i Z oTwE) K+1 n RX(F)I(i* ) FXI/( ,€) (14)
K3 Pt K 2 c b

Whereag’gWE) denotes the empirical probability such that K
blocks, with joint pdfs belong to thé* group, are jointly
encoded under strategyy . This inequality holds, since we
take the following procedures to further reduce the endrd-

Next, we evaluate lower bounds on the end-to-end expecig&ay: 1) For the blocks with joint cdffy; (i # i*), decode
delay achieved for aliry € Ilw s andmw p. them block by block with encoding ratd,;(X|Y) and only

Theorem 3:Given the set of p053|ble joint cdf&, ex- take the transmission delay into account , M 2)
pected delay&[W ™" (#)] andE[W ™) (1)] can be lower Assume that the channel is always idle and ready to serve
bounded as: whenever a message arrives.

B. Delay Lower Bounds



For Rx(K,€) = Rx(F¥ , Fy* ), we further derive the

lower bound of the second term in{14) as follows: Hy (X]Y') bits/slot ¢ bits/slot
oo M,
(rwE) K+1 Rx(K,E) )
Z Yk ’ 2 + c Channel
K=1
K'—1 Fig. 3: Source symbols are enqueued as messafest the
. . K+1 Rx(K, ! Jue . \
@ S algwe). ( ; + x( E)) + input of the channel for transmission at fixed ratbits/slot.
C
K=1

Z Q%WE) . (K—l— 1 n Rx(K,E))

K—K' 2 ¢ scaling. This is in contrast to the case where the perfect
- knowledge of the joint cdf is available.
© = ) Cin . : . :
> Z a%w"“) (AHr( A B Jn) e + When the joint cdf is known, which refers to lllustrative
K=1 ¢ Scenario (1), traditional SW encoding and decoding can be
2 ewe) (K1 K -(1—n)e applie_d on a bI_oc_k-by-bIock basis. Hence, each source block
Z Ok : 2 + - experiences unit time block delay and zero delay at the ezrcod
K=K’ and decoder, respectively, i.e.:
(c) Q- =
= . 1 1 i * ™ — ™ —
o (A Bi)n) + W) =1, W) =o. (16)
— . % ! . .
1-a)-c ((K +1)-c +K'(1— 77)) Also, source blockX, is encoded as/, at rate H, (X|Y),
W ¢ 2ci and then transmitted over the channel. Thus, we have a queue
S Cir (14 (1 + B;)n) + at the input of the_channel vx_nth random arrlva‘lﬁt)(X_|Y)_
c-(1+7) and constant service rate (bits/slot), as presented in Fig.
T Cix (K'+1)-¢ ®'1 B It can be proved that the expected delay experienced in
c-(l+r) 20, +K(1—m) the channelE[W." (t)], scales withO(1/n) (via a direct
(;) Acye 1 . 1 ) _applic_ation of [6, Lemma_ 4], which analyzgs the_ dela_\y seplin
= g m 6 in a single FIFO queue) in the heavy-traffic regime, 6. 0.

Together with [(I6), we can conclude that the expected end-
where step 4) holds for K" = K(11,(144,.)n)c,.» iN Which to-end delayE[IW ™ (t)] scales with(1/7). This points out a
constantk (14 (14,.)n)c,. 1S defined in the same way as inphase transition phenomenon Even a minor degradation
(@) by replacinge with (1 + (1 + 3i<)n) ci-, for somer >0 in the knowledge of joint statistics at the encoder -from
and F(;) € {Fi-1,...[,. }; step 6) follows from the fact perfect knowledge to a slightly imperfect knowledge- leads
that % Rx (K,e) > (14 7(1+ fi-)n) i for K < K', and  to a different scaling regime in the expected delay.

the fact that%RX(K, €) > (1 —n)e;- (the equality can only

be achieved whed — oo); step ¢) is true for takinga = i i
D. Numerical Evaluation

K'—1
(rwE). ; ; ;
=t ag " step @) holds whena achieves its maximum, To illustrate how the performance bounds vary with
. o0 we study a simple example as follows: (if =
1 under the average encoding rate constraiy: a7"#). n -
I4r 9 9 K@laK {Fi1, Fo1, Fog, F51, F52, F53}, ¢ = 0.01; (i) ¢11 = 0.1,

LX%K’E) < (14 (14 Bi=)n) ¢i=; step ¢) follows by setting ¢21 = ¢22 = 0.2, ¢31 = 0.12, ¢35 = ¢33 = 0.19; (i)
K' = K', and further bounding<’ from below by K/ > H,;(X]Y) =i+ j. Thus the source entropy varies between

Y - =L via similar steps we have used in the2 —6 bits/symbol. In Fig#, we plot the upper and lower bounds
(L) (LB ) n on the expected delay for the observations taken at mode

proof of Theoreni2 with r = 1. . .
B bstituti into[4). taking th - fo be replicated gt nod¥, measured in number of _bIock&(
y substituting [Ib) intol{14), taking the maximum over aslots), as a function of the heavy-traffic parameter invéyse

i*, combining with inequality[(13), and replacirgc; andc;-
with w, ;Efn and 1’177 respectively, we have the
desired result. o
[ |
Note thaty,- scales a®)(1) whenn approache$. There-
fore, Theoreni 13 reveals that the end-to-end delay scales as
Q(1/n%) under both WE and WD strategies.

- » = Upper bound,1r;NE
10* | - =0~ Upper boundm, -

Lower bound, o

100
Lower bound,gND

10'
10° I ‘ E|

10°

C. Delay Scaling with Known Joint Distribution

From Theorenl2 and Theordrh 3, we showed that both WE
and WD strategies achieve order-optimal delay performance
that scales a®(1/7?) in the heavy-traffic regime, i.ez | 0. o o
Also, one interesting observation is that the marginalridist Fig. 4: Delay bounds for Wait-to-Encode and Wait-to-Decode
bution information does not necessarily improve the delathemes: both x-axis and y-axis are in logarithmic scale.

Average End-to—end Delay




Examining the plots, one can see that both upper and lowErneeds to transmit for lossless recovefyolitage) at node
bounds scale a®(1/5?%) asn — 0, which reflects the order Y. Note that, once we obtain the video traces based on real-
optimality of our proposed strategies. Also, for the abateof world data and construct sét, we use simulations to evaluate
parameters, the bounds slightly favor Wait-to-Decoddegria the performance of the system. We ran these real-world data-
but note that, this is not a typical trend and one can come dgven simulations fon0® blocks of video symbols.
with another set of parameters for which the opposite holds.

In our first evaluation, we focus on the heavy-traffic sce-
VI, EXPERIMENTAL EVALUATION nario. Transmission ra_te is fixed at= ﬁ x 76.5 Mbps,
for a given heavy-traffic parameter The end-to-end delay

To illustrate the performance of average end-to-end delgyperienced by each block was stored and then used to
and compare the proposed encoding and decoding strategiasculate the average delay over HIF blocks. Average delay
we set up an experiment which emulates a possible appilicatie plotted vsz;~! in Fig.[5a for Wait-to-Encode strategy;, 5,
of our problem in real-time streaming networks. As showwait-to-Decode strategyryyp, along with their associated
in Fig.[d and discussed in Sectibh I, we set two cameraswgiper/lower bounds we derived in Sectioh V. In the plot, ‘WE’
different locations at still to record people walking by in and ‘WD’stand for ‘Wait-to-Encode’ and ‘Wait-to-Decode’.
busy street. The distance between the camera@$ isieters  As can be observed in Fif.]5a, the expected delay of all
and the directions they face are a9@ angle to one another. proposed strategies scale é%-%) asn — 0. Note that,

After synchronization, we end up with two correlated uneven thoughmy p achieves better performance thatj,
compressed video frame sequences. For the video signadspour experiment, this is not necessarily a common trend
each frame has a siz€024 x 1024, where each pixel is for all possible Wait-to-Encode strategies. Also, it is thor
represented witl3 bytes (associated with RGB-index), hencenentioning that the bounds become tighter, as the traffid loa
each frame is 8 MB sample. The frame rate &) frame/sec, gets lower.

i.e. the streaming rate of the uncompressed vidég@sMbps. Next, we plot the encoding rate chosen by our Wait-to-
We regard each frame as one video symbol (a very larg®@code strategy:}; 5, as a function of time, for various values
one) and pile up every, = 180 symbols to form blocks of  and outage probability constraiatNote that, in Wait-to-
{X¢}, {Y¢} in our model, i.e., a time slot i4/60 secs Decode strategysw p, the encoding rate is always identical
long and a block is3 secs long. The empirically generatedo ¢, which we choose to bgﬁ—n x 76.5 Mbps in these plots.
time-varying joint (marginal) cdf sequences are repre=entin Fig.[5h, we illustrate the encoding rate, measured retyula
by {Fis)(x,y)}, {F)(x)}, and{F ()} across blocks. In particular, we take one samplelpémblocks

To form the setF, we use a pilot shot over a certainthrough the entire trace. The channel rate (thus the engodin
duration. Due to the huge size of the symbols and the unprate formy p) is ¢ = 102 and 77.3 Mbps forn = 0.75 and
dictable environment, developing the exact represemtatio 0.99, respectively. One can see in gl 5b, if the traffic is light
set.F is not possible. Thus, we quantize the set of all possib(ee., the average conditional entropy of the source is much
distributions: Firstly, using the pilot sequence, we ckites smaller than the channel rate);, , chooses the encoding rate
the relative entropy of each bloakwith respect to blockl, high, since the fixed channel transmission rate is sulffiient
i.e.D (F(t)(x7y)||F(1)(x,y)), which gives us the sequence ofarge to choose encoding rate more aggressively to reduce
relative entropied D (z,y)}. Next, we quantize the valuesdelay. Also, as expected, a smaller value: aequires higher
of {Dy)(z,y)} into 128 intervals and treat each quantizatiorencoding rate to keep the outage constraint to be met. Finall
level as a single joint distribution, one which is randomlyote that the long-term average encoding rate wih, will
picked from each interval. Hence, we end up wi#t8 different always be smaller than that withy p, but the ratio of the
quantized joint cdfs{F;;(x,y)} in order to form the sefF. average encoding rates will be no less than 7.

Finally, we repeat an identical quantization process fa th Another interesting observation from this plot is the fallo
marginal cdf sequencdd;; ()} and{F;;(y)}, but we set the ing. Recall that the rate of the uncoded videol&) Mbps;
number of quantization intervals #this time. Thus, we have thus, with the available channel rates, it is not possible fo
64 different combinations of marginal cdf pairs. Recall thahe uncoded video to be transmitted from nodido nodeY'.

F =AFu1,...Fu,;Fo,...Foy;. .. Fon, ... Fry,, b, hence However, even with the highly coarse quantization that wee us
m = 64 after the above quantization process. The empiric@r the source observations, we reduced the average emcodin
PMF Pr(F;;) can be calculated with respect to edGh € F, rate (i.e., the rate at which nodg transmits to nod&”) to
using the pilot shot. Hence, we use&xiremely coarse quan- between75-85 Mbps at an outage probability ©f05, which
tizer in the representation of the sources. One of our madorresponds to a compression ratio of approximas®i at
objectives is to show that, even with such coarse quantizati a reasonably low block delay, which will be analyzed next.

it is possible to achieve a substantial compression ratip,(e  Finally, we focus on the delay for two different values
reduction in the rate of data transmission from nédé node of ¢ at n = 0.25, which corresponds to @% utilization.

Y) for X, to be replicated at nodg. After the pilot shot, we We plot the sample path for the end-to-end block delay in
first quantize the observed new frames as described abdvig. [5¢ for strategiesri; , and Ty p. In these experiments,
After quantization, the conditional entropy rate we obedrv ¢ = 102 Mbps. With only a delay o6-9 secs, we achieve
from the combined pilot shots turned out to B&5 Mbps, an outage probability of.05. This delay achieved, combined
which we take as the basic limit for the minimum rate nodeith the 50% compression ratio demonstrates the efficacy of
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(a) Delay performance of proposed strategies (b) Encoding rate under strategy;, ., (c) End-to-end block delay undery;, ., and 7wy p

Fig. 5: Experimental Results. With a delay of a few blockg tompression ratio of arourié% is achievable for lossless
replication subject to a probability of outage @f5.

our system. We believe much higher compression ratios could APPENDIX

be possible with finer quantizers and higher correlations be

tween sources. Finally, note that the end-to-end delayrheso

constant as the transmission rate increases (low utdizpti

leading to lllustrative scenario (3), depicted in SecfiflhIh

that case, block-by-block encoding becomes the best scheme

Discussion: There is another alternative for our system de-

sign that we did not consider here, as it pertains to video Proof: Without loss of generality, in the proof, we replace

compression. The observed video signal at nddean be ‘t" and = — K + 1" in the statement of the theorem with

compressed via standard video compression techniques (nén+ & — 1" and ‘" respectively.

distributed), independently of the observation of nadeThe ) _ ) K K

basic limit for the rate after that processE&H ) (X )], while Ifwst, we define the typical seque}r;ce$€ (ng)!

one can achieve a much smaller ra&gH ;) (X|Y)] (i.e., a e "(Y[Fy) and joint typical sequencel*" (X, Y[F"™) as

much higher compression ratio) with the distributed apphoa following:

One important question that we are planning to answer as a , x», K
. . > 84K (x|FE)

part of future work is the comparison of our schemes with

standard video compression. We will study systematic ways AR (Y| FE)

to develop quantizers (possibly more complex than we have

{xK : |§§ —§§| < 6}

{y*: 1y -Syl<e}

. . . L g . — K =K
here) that are simple, yet provide significant gains over the Sy —Sx|<e
best available non-distributed video compression teafesq AX™(X,Y|F¥) = {(x",y%): |95 - S5 <e
|§)I§Y - §§Y| Se
VII. CONCLUSIONS where
We studied the lossless distributed source coding problem K 1 AT
in which there exists a pair of nodes, observing a random S'x = “Kn Z log P(7) (%),
source with time-varying statistics, unknown to the nodes T=t

before the session starts. We formulated the problem as that HET!

=K 1
of minimization of end-to-end delay for the observations of Sx = K Z Hry (X)),
one of the nodes to be replicated at the other node, subject =t

to a certain desired outage probability. Even though, itas n g __ L Hfllo P (ys)

possible to come up with well-structured solutions to theiba Y7 Kn — 8T

problem, due to the generality of the set of distributions, w T_HK_l

developed two different classes of strategies, Wait-toelte gﬁ _ 1 Hipy(Y),

and Wait-to-Decode that arprovably order optimal in the K

heavy traffic limit. After analytically deriving general bods | tRECT

for the expected delay achieved by our schemes, we fur- §§Y =—— Z log Piry (X, ¥7),

ther experimentally demonstrate the efficacy of the schemes Kn

using a setup involving two cameras, obtaining videos of K 1 AT

a common scene at different angles. We showed that, even Sxy =% > Hp(X,Y).
T=t

with a very low-complexity quantizer, a compression ratfio o
approximatelys0% is achievable for lossless replication at the
decoder, at an average delay%i0 seconds. And the (joint) typical sequences have following propestie



1)
K t+K—1 x
g-n(s%) < HP xT<2“(S)
t+K 1
2 (5)" < [ Pioylyn) <277(55)
T=t
t+K—1

2 (%) < [T Py <27(5%)
T=t
2)
P{(x",y%) e AK"(X,Y|FF)} =1
P{x* € AK"(X|F§)} =1
P{y® e AK"(Y|FI)} =1
3)
(162 (55 < amn(x|pg)) < 20(5K)
(1= a2 () < jamn(y i) < 2n(55)
(1— 0 22(5) 7 < pamon(x, y ) < 2 (55)
4) ¥ y¥ e AR (Y|FE),

+
AR (XX, )] < 2n(5%)

where
t+K—1
> Hin(X)
T=t
t+K—-1
S =Y Hyy(Y),
T=t
t+K—1
S%y = Y. Hn(X.Y),
T=t
t+K—1
Sy = Z H (X]Y),
T=t1

(S)" =S —d(e), (S) =8 +d(e).
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Otherwise, setBx equal to 1. Then the encoder senBg

to the decoder as encoded message, Me,x 1 = Bk.
Upon receiving the encoded messagg, the decoder picks
each sequenc&” in the bin By which satisfiesx® e
AEn(X|FK), and tests if there existBX such that the fol-
lowing two conditions hold: (1j%”, y*) € AK™(X, Y |FK);

(2) Pr(FX|FE FE) > 0. If there exits more than one
sequenc&”™ with its corresponding”X satisfying the afore-
mentioned two conditions, then select the sequence with
highest value ofPp(FX|F¥, FK) as the decoded message.
And if there exists no such sequence, the decoder reports an
failure of decoding.

Wait-to-Decode Strategy: For £k = 1,2,...K, codebooks
are generated according to the numlderthus we have a
sequence of codebooks”* 1. To generate each codebook,

all possible sequenceg’ are uniformly distributed int@"¢
bins, wherec is the chosen joint encoding rate fo#, 1,

i.e. Ry1r—1 = c. These codebooks are shared between the
encoder and decoder beforehand. Upon receivingktreym-

bol sequence”, the encoder checks whether this is a typical
sequence. If so, the encoder finds out the bin number, denoted
asB(x") and shortly as3*, in which the sequence® locates.
Otherwise, seB”X equal to 1. Then the encoder senfds to

the decoder as the encoded messagéy/j.e,_; = B*. Upon
receiving the encoded message sequen@}, the decoder
picks each sequencg”, which has the same bin number
sequenceg By} and satisfiet € AX"(X|F¥), and tests if
there existst’X such that the following two conditions hold:
(1) &%, y%) € AEM(X, Y |FX); (2) Pe(FX|FE, F¥) >0,

If there exits more than one sequenic® with its correspond-

ing F'X satisfying the aforementioned two conditions, then
select the sequence with highest valuelof(FX|FE, FX)

as the decoded message. And if there exists no such sequence,
the decoder reports an failure of decoding.

And §(e) > 0 is a function ofe satisfying:d(e) <% 0. Prop-
erty 1 follows by the definition of (joint) typical sequences;
Property2 can be proved by laws of large numbers(LLN);
Property3 follows by the first two properties; Propertycan
be achieved with the first three properties.

Second, we focus on the encoding and decoding process fofhird, we finalize the proof with decoding error analysis

Wait-to-Encode and Wait-to-Decode strategies: for both strategies. There exists three decoding errorteyen
Wait-to-Encode Strategy: Codebooks are generated accordienoted as, 2 andes, which are defined as following:

ing to the number of blocks K, thus we have a sequence of - K K Kn K

codebooks{Cx}. To generate each codeboGk, all pos- a = {&Nyh) e A (§,Y|F )}

sible sequences® are uniformly distributed int@mfu+x-1 oY — { R E }

bins, whereR,, x_, is the chosen joint encoding rate for Bg = Bk, &",y%) € AK"(X,Y|FK)

M+ x—1. These codebooks are shared between the encoder %K £ xK FK £ FK .

and decoder beforehand. Upon receiving tiesymbol se- €3 { By = BK7(AK’yK) Af"(X,YlFK) }

quencex’, the encoder checks whether this is a typical R
sequence. If so, the encoder finds out the bin number, denotdtere B = B(&K), F¥ denotes the true joint cdf sequence.
as B(x®) and shortly asBy, in which the sequence locatesWait-to-Encode Strategy: By asymptotic equipartition prop-



erty(AEP), we haveP{s;} — 0 asn — cc.

t+K—1
]P){EQ} S Z H P(T)(xTayT)'
(xK,y&) 7=t
> P{Bk = Bk}
jELxK K e AKn(X|FK yK)
tHK-1 Kn K K
|[AC " (X]FT y™)|
< Z H P(T)(XrayT)' onRey k1

(xK.yk) 7=t

2% _gn (8% v +6(9)
nRiyx—1

9—n (Rt+K71*5§\y*5(€))

Thus, under the conditio®;. 1 > Sﬁay + 0(¢), we have:
P{es} — 0 asn — oo.

P{es} > Pe(FXIFE, FY)-
FKAFK

<

t+K—1

H P(T)(X7'7YT) ’

T=t1

P{Bk = Bk}

>

(xK yK)EAK™ (X, Y|FK)

)y

KE£xE ZKCAKn (X |FK yK)

> Pe(FRIFE R
FEKARK

IN

t+K—1

H P(T)(X7'7YT) ’

T=t

(xK,yK)GAfn(X,Y\FK)
A (X FX, y )|
INRiy k-1

2% (5% +56)
Nniti+ K—1

g—n (RHKfl_Sg((\Y_é(E))

<

Similarly, under the conditiorR;, x| > 5§§|Y + §(e), we
have:P{e5} — 0 asn — oo. We define the outage probability

PK  asPX, 2 ]P’{XK # X%}, Then we can derive the uppert?
bound of PX , as following: [13]
Pl < P{Riix—1> Sy} (Plei} +Plez} + Ples})
+P{Ri k-1 < S)I((\Y} 14l
< (1—¢€) - (P{er} +P{ea} + P{es}) + ¢ (1]
"2 (1—€)-0+¢
= €

Notice thatK can take any value of integers, aiff,, for
VK. Let ag’g) denote the empirical probability for a block to
be jointly encoded with otheK — 1 blocks under strategy,

the overall outage probabilitp,,,, 2 ]P’{Xt # X¢}, can be

12

derived as following:

o0
Pouwr < Za%) ﬁit
K=1
oo
< Za%)-e
K=1
< €

Hence, with encoding rat&®;, 51 for M, 1, the outage

probability constraint can be achieved.

Wait-to-Decode Strategy:a similar decoding error analysis

can be derived by replacingx with {B*}.
This completes the proof. |
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