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Abstract—Although Software-Defined Networking (SDN) en-
ables flexible network resource allocations for traffic engieering,
current literature mostly focuses on unicast communicatios.
Compared to traffic engineering for multiple unicast flows,
multicast traffic engineering for multiple trees is very chdlenging
not only because minimizing the bandwidth consumption of a
single multicast tree by solving the Steiner tree problem islready
NP-Hard, but the Steiner tree problem does not consider the
link capacity constraint for multicast flows and node capady
constraint to store the forwarding entries in Group Table of
OpenFlow. In this paper, therefore, we first study the hardnes
results of scalable multicast traffic engineering in SDN. Weprove
that scalable multicast traffic engineering with only the nale
capacity constraint is NP-Hard and not approximable within
0, which is the number of destinations in the largest multicas
group. We then prove that scalable multicast traffic enginegng
with both the node and link capacity constraints is NP-Hard and
not approximable within any ratio. To solve the problem, we
design ad-approximation algorithm, named Multi-Tree Routing
and State Assignment Algorithm (MTRSA), for the first case anml
extend it to the general multicast traffic engineering probem.
The simulation and implementation results demonstrate thathe
solutions obtained by the proposed algorithm outperform tre
shortest-path trees and Steiner trees. Most importantly, MNTRSA
is computation-efficient and can be deployed in SDN since itam
generate the solution with numerous trees in a short time.
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I. INTRODUCTION

the source to all destinations of a multicast group, in order
to avoid unnecessary traffic duplication. The current imser
multicast standard, i.e., PIM-SM_][6], employs a shortest-
path tree to connect the source and destinations, and traffic
engineering is difficult for PIM-SM since the path from the
source to each destination is the shortest one. A shorédist-p
tree tends to lose many good opportunities to reduce the-band
width consumption by sharing more common edges among
the paths to different destinations. In contrast, to mimami
the bandwidth consumption, a Steiner tree (ST) [7] in Graph
Theory minimizes the number of edges in a multicast tree.
Nevertheless, ST only focuses on the routing of a multicast
tree, instead of jointly optimizing the resource allocagf

all trees. Therefore, when the network is heavily loadedhla |
will not be able to support a large number of STs that choose
the link. Most importantly, Group Table of an SDN-FE will
be insufficient to store the forwarding entries of the STs due
to the small TCAM size[[8].

Compared to the shortest-path routing in unicast, unicast
traffic engineering in SDN is more difficult to aggregate
multiple flows in Flow Table of an SDN-FE, and the scalability
has been regarded as a serious issue in the deployment of
SDN for a large network[]2],[]9]. The scalability problem
for multicast communications is even more serious since
the number of possible multicast groups(2™), wheren
is the number of nodes in a network, and the number of
possible unicast connections@n?). To remedy this issue, a

Software-defined networking (SDN) provides a new cen{promising way is to exploit théranch forwarding technique

tralized architecture with flexible network resource masag

, [17], [22], which stores the multicast forwarding gas

ment to support a huge amount of data transmissibn [1]. Difin only thebranch nodesinstead of every node, of a multicast
ferent from legacy networks, SDN separates the controleplantree, where a branch node in a tree is the node with at least
from switches and allows the control plane to be programeablthree incident edges. The branch forwarding technique can
to efficiently optimize the network resources. OpenFlaw [1]remedy the multicast scalability problem since packets are
in SDN includes two major components: controllers (SDN-forwarded in a unicast tunnel from the logic port of a branch
Cs) and forwarding elements (SDN-FEs). Controllers are imode in SDN-FE[[1] to another branch node. In other words,
charge of handling the control plane and install forwardingall nodes in the path exploit unicast forwarding in the tunne
rules based on different policies, while forwarding eletsen and are no longer necessary to maintain a forwarding entry
in switches deliver packets according to the rules specified for the multicast group. Furthermore, when a branch node is
the controllers. Compared with the current Internet, miti not multicast capable for a tree (ex. Group Table is full in
paths no longer need to be the shortest ones, and the patthés paper), localunicast tunnelingirom a nearby multicast
can be distributed more flexibly inside the network. It hascapable node has been proposed in MBONE [13] and PIM-
been demonstrated that SDN provides a better overview dM] to allow multiple unicast tunnels to pass through the
network topologies and enables centralized computation fobranch node to other nodes in the tree (an example will be
traffic engineering for multiple unicast flow$][2].1[3].][4]. presented later in this section). Nevertheless, compaved t
However, multicast traffic engineering for multiple muétst ~ multicast, it is envisaged that local unicast tunnelingd mitur
trees in SDN has attracted much less attention in previousiore bandwidth consumption since duplicated packets will b
studies. delivered in a link. Therefore, there is a trade-off betwéden

Compared to unicast, multicast has been shown in empiriink capacity and node capacity, because each branch node
cal studies to be able to effectively reduce overall bantwid

consumption in backbone networks by around 50% [5]. It htp:/aww.cisco.com/clen/us/tdidocs/ios-xmi/iosfmiti|_pim/configuration/xe-
employs a multicast tree, instead of disjoint unicast pdtbsn  3s/imc-pim-xe-3s-book/imc_tunnel.html
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can act as either Branch state nodavith the corresponding
multicast forwarding entry stored in Group Table obranch
stateless nodéhat exploits the unicast tunneling strategy.

In comparison with the ST problersgalable multicast traf-
fic engineeringwhich jointly allocates the network resources
for multiple trees, is much more challenging because bath th
link capacity and node capacityconstraints are involved in
the problem. The link capacity constraint states that thal to
rate of all multicast trees on each link should not exceed the
corresponding link capacity, while the node capacity a@iist
ensures that Group Table of each node is sufficiently large to
support the multicast trees with the node as a branch std& no
Moreover, scalable multicast traffic engineering with lotaing
forwarding and unicast tunneling techniques is able tocali®
the network resources more flexibly. When Group Table of a
node is full, unicast tunneling moves the resource reqergm
from the node to its incident links, whereas the rerouting of
the tree is also promising by exploiting the resources of the
nearby nodes and links. Therefore, it is necessary for sleala
multicast traffic engineering to carefully examine both the _ i
routing and the allocation of the branch state nodes of all (c) Steiner trees (d) MTRSA
multicast trees. In this paper, we explore the Scalableivasdt
Traffic Engineering (SMTE) problem for SDNs. Given the Fig. 1. Comparison of different strategies for multicasiffic engineering
data rate requirement of each multicast tree, SMTE aims to
minimize the total bandwidth cost of all trees, by finding a
tree connecting the source and destinations of each graip amulticast traffic engineering.

assigning the branch state nodes for each tree, such that bot SMTE is very challenging. The ST problem is NP-Hard
the link capacity and node capacity constraints can be edsur put can be approximated within the ratio 1.55/[14] and is thus
in APX of Complexity Theory. In other words, there exists
Fig.[ presents an illustrative example. (a) is thg-ori @n approximation algorithm for ST that can find a tree with
inal network with the unit bandwidth cost specified besidehea the total cost at most 1.55 times of the optimal solution. In
link. The bandwidth cost of each link is the total bandwidthcontrast, we first prove that SMTE-N (i.e., SMTE with only
consumption of the link multiplied by the unit bandwidth tos the node capacity constraint, while the link capacity caist
The node capacity of each nodelisThe link capacity of edge 1S rélaxed) is NP-Hard but cannot be approximated within
¢s. is 1, and the link capacities of the other edges asein which denotes the number of destinations of the largest mul-

this example. There are two multicast trees with both flogsat ficast group. Afterward, we prove the SMTE (i.e., with both
as1. The source of the first tree is = s, and its destination the link and node capacity) cannot be approximated within

setisDy = {di,ds, ...,dr}. The source of the second tree is 2Ny ratio. To solve SMTE-N, we proposejaapproximation

s, = s, and its destination set By = {d,,d,,....,d.}. Fig. algorithm, namedulti-Tree Routing and State Assignment Al-
%E] shows the first shortest-path tree (blue) and the secor@Prithm (MTRSA)which can be deployed in SDN-C. MTRSA
shortest-path tree (red). The branch nodes and branch stdfi¢ludes two phases: Multi-Tree Routing Phase and StatieNo
nodes of the first tree are, u, v} and{u}, respectively. The ASSignment Phase, to effectively minimize the total bartiiwi
branch nodes and branch state nodes of the second tree W" of all trees according to the node capacity constraint.
{c,v} and{c, v}, respectively. Note that is not assigned as a Vve first focus on the node capacity (i.e., SMTE-N), instead
branch state node of the first tree, anthus needs to exploit Of the link capacity, because the scalability in Group Table
unicast tunneling tals and d; directly. Therefore, traffic of IS unique and crucial for SDN and has not been explored in
the first tree are duplicated in edge,,. On the other hand, Prévious studies of multicast tree routing for other netsor

if v was assigned as a branch state node for the first tre€ince no (6" ~<)-approximation algorithm exists in SMTE-
traffic duplication ine,, , would be more serious for the second N_for arbitrarily small ¢ > 0, MTRSA achieves the best
tree sincev has three downstream nodéls dj, d;. The total ~ @Pproximation ratio. Afterward, we extend MTRSA to support
bandwidth cost of the two shortest-path trees in Fig.]|1(b) isSMTE with the link capacity constraint. _

99. The rest of this paper is organized as follows. Section 2

Afterward, Fig[T(d) shows the first Steiner tree (blue) andntroduces the related work. Section 3 and 4 formulate SMTE
the second Steiner tree (red), and the branch state nodes §fth Integer Programming and describe the hardness results
the two trees are alsfu} and{c, v}, respectively. The total e present the algorithm design of MTRSA in Section 5, and
bandwidth cost of the trees in Fifl. 1(c) i93. Note that Section 6 shows the simulation and implementation resuits o
the total bandwidth cost in Steiner trees is higher since th&e@l topologies. Finally, Section 7 concludes this paper.
assignment of branch state nodes are not carefully examined
Finally, Fig.[I(d) presents the first tree (blue) and the Bédco Il.  RELATED WORK
tree (red) in SMTE with the same branch state nodes specified The issues of traffic engineering fanicast trafficin SDN
above. The total bandwidth cost of the trees in 1(c) ishave attracted a wide spectrum of attention in the liteeatur
79, and hereu is directed connected td;, d», andd; to  Sushant et al.[[15] developed private WAN of Google Inc.
avoid unicast tunneling, even though the edge cost is highewith the SDN architecture. Qazi et al. [16] designed a new
(i.e., 2) compared to the cost (i.e., 1) of the edge frorim  system in SDN to control the middleboxes, and Mckeown et
the first Steiner tree. Therefore, this example manifestsith  al. [I] studied the performance of OpenFlow in heterogeaeou
is necessary to consider the tree routing and the assignme8DN switches. Agarwal et al[ 2] presented unicast traffic
of branch state nodes of multiple trees jointly for scalableengineering in an SDN network with only a few SDN-FEs,

@ @ @ @
(b) Shortest-path trees




while the other routers in the network followed a standardbandwidth consumption will be explained later in this sati
routing protocol, such as OSPF. However, the above studids the proposed Integer Programming formulation. Dynamic
focused on only unicast traffic engineering, and multicasgroup membership with user join and leave will be discussed
traffic engineering for multiple multicast trees in SDN haslater in Sectiorﬁ.

attracted much less att.ent|on. . Definition 1. For networkG(V, E) and multicast groups’,
~ To support the multicast communications, the current muls\TE is to find the routing of each tréé in 7 spannings;
ticast routing standard PIM-SM[6] relies on unicast rogtin and D; and assign the branch state nodesZinto minimize
protocols to discover the shortest paths from the sourckeo t he total bandwidth cost, such that each nadacts as the
destinations for building a shortest-path tree (SPT). H@Ne pranch state nodes of at mosy, trees, and total multicast

SPT is not designed to support traffic engineering. Althoug i ian i i
the Steiner tree (ST)[7] minimizes the tree cost and thenaelu bandwidth consumption in each edge, is at mostey,,.

of traffic in a network, ST is computationally intensive and  In the following, we present the Integer Programming (IP)
is not adopted in the current Internet standard. Overlay STormulation for SMTE. SMTE includes the following binary
[17], [18], on the other hand, presents an alternative waylecision variables to find the routing of each multicast tree
to construct a bandwidth-efficient multicast tree in the P2Pand the assignment of branch state nodes. Let binary variabl
environment. However, the path between any two P2P clients; , , , denote if edgee, , is in the path froms; to a
is still a shortest path in Internet, and it is, therefordfidilt ~ destination nodel in D; in T;. Let integer variables; ,, .,
to optimize the routing of the P2P tree. Most importantlyftbo denote the number of times that each packefofs sent in
SPT and ST are designed to find the routing of a tree, insteagdgee,, , via multicast (once) or unicast tunneling (multiple
of jointly optimizing the resource allocation of multipleees.  times according to the number of tunnels). Let binary vdeiab
Flow table scalability is crucial to support large-scaleNsD  f3;,», denote ifv is a branch state node if. Intuitively, when
networks due to the limited TCAM size. Kanizo et &l. [9], who We are able to find the path from to each destination node
showed that the major bottleneck in SDN is the restrictetetab of 7; with ; 4., ., = 1 on every edge,, ,, in the path, together
sizes, proposed a framework called Patette to decomposeVéth the set of state branch nodgs,, the routing of the tree
large SDN table and distribute its entries across a networKthe set of edgesg, , with ¢;,, > 1) can be constructed
Leng et al. [19] proposed a flow table reduction schemeaccording to the paths frosy to all destination nodes ;.
(FTRS) to reduce flow table usage with omnipotent controller The objective function of the IP formulation for SMTE is
functions. DIFANE [8] distributed the flow entries to mulép  as follows.

SDN switches. Zhang at all_[R0] built a multicast topology )
(single backbone tree) for NFV, while Craig et al. adjusted min Z Z Ji X kuw X € -
the link weights for shortest-path trees in SDN1[21]. Huang 1<i<tey,n€E

et al. also tried to optimize the routing of single multicast
tree in SDN [[22], [[28]. Nevertheless, the above studies wer
not designed for minimizing the total resource consumptio
in multicast traffic engineering with multiple trees sulijéx
both the node and link capacity constraints in SDN.

The objective function minimizes the total bandwidth cost o
QIl multicast trees. For each trde, the following constraints
%irst describe the routing assignment (i.;,q..,.) for the
path connecting the source and each destination ;.
Afterwards, we assign the branch nodes (i%,,) in different
nodes and then derive the bandwidth consumption €;§..,,)

IIl. PROBLEM FORMULATION h - : .
of T; via multicast and unicast tunneling.

In this paper, we explore th&calable Multicast Traffic
Engineering(SMTE) problem for SDN. Given the data rate ,
requirement of each multicast group, SMTE aims to minimize Y. Tidsio — 2. Tidws =1, V1 <i<t,de D;, (1)

the total bandwidth consumption of all multicast groupshiat  venN vENG,
network, by finding a tree connecting the source and destina- . 7 gud— Y. Tidduw=1,V1<i<t,deD; (2)
tions of each group, and assigning the branch state nodes for.en; weN;
each tree, such that the number of multicast forwardingstat _ _ _
Z T, d,v,u — Z Ti,du,vy

will not exceed the size of Group Table in each node, and the

total multicast flows on each edge will not exceed the link vEN VN

capacity. Note that a branch nodge can only facilitate umicas Vi<istdeDyueViuFdus, (3)

tunneling for a multicast group if it is not assigned as a bhan Tiduw < Ciup, V1 S 0 <t d € Di, Veyo € E, 4)

state node in the corresponding multicast tree. —|Dil® X Biw+ X Ciuw < X Eivu (5)
More specifically, given a networ&(V, E), whereV and vEN,] VEN,

E denote the set of nodes and directed edges, respectively, le Vi<i<tu€Vu#si

b, denote the maximal number of branch state nodes that can > Biw < by, VueV, (6)

be maintained by nodéd. Let N;t (N,”) denote the set of 1<i<t

out-neighbor (in-neighbor) nodes ofin G. Nodew is in N > fixeiuw < cup, Veuw € E. (7)

(N if ey (eu.) is a directed edge from to u (from u to lsist

v) In E, andc,, is the capacity o, ., while k, , is the unit The first three constraints, i.e., (1), (2), and (3), are the

bandwidth cost ok, .. Let T = (131, T3,...,T;) denote the  flow-continuity constraints for each treB to find the path

set of multicast trees, while; acts as the root of tré€; € 7, from s; to every destination nodé in D,. More specifically,

i.e., the source with data ratg, and the destination sé?; s, is the source node, and constraint (1) states that the net
contains the set of destinations T € 7. In the following,  outgoing flow froms; is one, implying that at least one
we first formally define SMTE, while the derivation of the edge ¢, .. from s; to any neighbor node needs to be

: : : : selected withr; 45, ., = 1. Note that here decision variables

Table 1 e B e e e e o e s, Tidsy 0 3N i, ar€ two different variables because the
al , 3@y 84, i ,@,V,Sq . .

and later we extend it to the general scenario that suppdfésesht memory ﬂOW IS dlreCted: O'? the other hand.’ every destination néde
sizes for different multicast trees according to the degjeethe node in the IS the flow destination, and constraint (2) ensures that #te n
trees [1] in Sectiofi V-C. incoming flow tod is one, implying that at least one edge




eiu,a from any neighbor node to d must be selected with the destination sets ar®; and D,. Let OPT(G) denote
mi.du,d = 1. FOr every other node, constraint (3) guarantees the optimal solution ofG for SMTE-N. The goals of the
thatw is either located in the path or not.dfis located in the reduction are two-fold. 1) If is satisfiable the®OPT(G) <
path, both the incoming flow and outgoing flow farare at  4p*!. 2) If ¢ is not satisfiable the®PT(G) > (4p?T1t) x
least one, indicating that at least one binary variahlg , .  (max{|D;|,|D2|})'~¢. In the above two goals, is the number
is 1 for the incoming flow, and at least one binary variableof Boolean variables i, m is the number of clauses i,

Tiduw 1S 1 for the outgoing flow. Otherwise, both; 4,  p = max{m,n} andq is a large number (derived later).

and; 4., are0. Note that the objective function will ensure To achieve the above goals, we build the instance of SMTE-

tﬂat Tidw,u = tfo:jatdn;]ost one nei_ghb(?r noﬁeto acgievg 1N from each instance of the 3SAT problem as follows. Given
the minimum bandwidth consumption. In other words, both,y jnstancep of 3SAT with n Boolean variables:, ..., z,,

the incoming flow and outgoing flow amongand v cannot and m clausesCy, ..., C,,, we construct a directed graph
exceedl. _ ~ G(V, E) in the following way. 1) The node sé&f is partitioned
Constraints (4) and (5) are formulated to find the routinginto four node setgs}, U, Dy, and D,. 2) U includes2n
of the tree and its corresponding branch state nodeszi.g.,  nodesus,ur, u2, W3, . . ., un, U, (Nodesu; andw; correspond
and j3; ,,. Constraint (4) states that ., , is at leastl if edge  to the Boolean variable;), and for eachi with 1 < i < n,
eww 1S included in the path froms; to at least onel, i.e., there are directed edgés, ;) and (s, ;). 3) Dy hasmp?
Wli[dduvv = 1. The t(rjeera)ls tge union o(f5t)h_e pﬁths from; to. | nodesd”’, wherel < j < m and1 < k < p? (nodesd”
all destination nodes ii;. Constraint is the most crucia J g T PR '
one. For each node in Tj;, if it is not a branch state node, l<ks ?q’ corrt_—:‘spondmg tp? c(c;ges of th(gcla_uséQ), and
i.e., Bin = 0, u does not maintain a forwarding entry @  there exists a directed edge;, d; ") ((u;, d;")) if and only
in Group Table and thereby facilitates unicast tunnelimg. | if the variablex; (77, resp.) appears id';. 4) D, contains
this case, constraint (5) and the objective function guaean ,,q nodesw™, wherel < i < nandl < k < p?, and
that the number of packets received from an incoming lin L BN NP

; ere are directed edgés;, w§k>) and (g, w§k>) for eachi, k
ey, Must be the summation of the number of packets Seﬁ\}cith I '<i<mnandl <k < pt Note thatG only has the

to every outgoing linke, ,. By contrast, whens;, = 1, A = = - ©
constraint (5) becomes redundant because the Left-Hal‘EeJI-Sid'recl:ltedt .edtges descﬂtf[ﬁdtibo?{’e’:lmaﬁ m, ”é alr:'qu IS thet
(LHS) is smaller thari and thereby imposes no restrict on the SmMallest integer such that> (3 + log, 4) /. Fig.[2 presents

Right-Hand-Side (RHS). In this case, constraint (4) ersure@n illustrative example of an SMTE-N instance.

thate; , , = 1 for every incident edge,, ,, with m; 4., ., as 1. The cost of each edge frosto U is set ag?, and the cost
Therefore,u is multicast capable foff;, and each packet is of the other edges are set to beThe capacity of each node
delivered once in every incident link. is set asl. Let s and D; be the source node and destination

The last two constraints are capacity constraints. Cainstra S€t 0f 71 respectively, and les and D, be the source node
(6) states that each nodecan act as a branch state node of at2nd destination set df; respectively.
mostb,, trees in7’, while constraint (7) describes that the total  If ¢ is satisfiable, there is a truth assignmentztosuch
multicast bandwidth consumption of in each directed edge  that¢ is true. LetA = {u; : z; is assigned to be trgeJ {7; :

cannot exceed, . x; is assigned to be falde Consider the tred’ rooted ats
that includes 1) the edges betweeand A, and 2) the edges
IV. HARDNESSRESULTS betweend'” and one of its neighbor i (the existence of

In the following, we first show that SMTE-N is very its neighbor inA comes from that is satisfiable). Consider
challenging in Complexity Theory by proving that it is NP- the treeT; that includes 1) the edges betweeandU \ 4, 2)
Hard and not able to be approximated withif for every  the edges betweeli \ A and D,. Then (7}, T) is a feasible
c < 1, whereé = max;<;<; |D;|. Afterward, we prove that solution of SMTE-N, and it can act as an upper bound of
SMTE cannot be approximated within any ratio. SMTE-N in G. The total edge cost df? is np? + mp?, and

The Steiner tree problem is a special case of SMTE!he total edge cost df; is np?+np?. Since the node capacity
N. However, SMTE-N is much more challenging than the!S sufficient, the totallbandW|dth cost of this feasible iiqlm
Steiner tree problem because the Steiner tree problem can Be3np? +mp? < 4p™". Hence, we hav®OPT(G) < 4pT™.
approximated within ratid..55 and is thus in APX in Com- On the other hand, if is not satisfiable, letT:, %) be any
plexity Theory. In contrast, we find out that SMTE is much feasible solution. Fot < k < p?, let I}, be the set consisting
more difficult to be approximated. The following theoremtfirs of everyi with 1 < i < n, such thatu; andu; are adjacent
proves that SMTE-N cannot be approximated withinfor  to some nodes ir{d(.k) :1 < j < m} along the edges in

everyc < 1, whered = maxi<;<, |D;[, by a gap-introducing 7. Since¢ is not satisfiable];, is not empty for eactt with
reduction from the 3SAT problem. 1 < k < p?. By pigeonhole principle[24], there exists at least

Theorem 1. For any ¢ > 0, there exists no onei* with 1 <i* < n such that* is in at Ieastgl—q sets of
(0'~)-approximation algorithm for  SMTE-N, where {1, I, .., I,.}. In Ty, therefore,u;- has at least- > pi~!

0 = maxi<i<t |Dif, assuming P~ NP. downstream destination nodes, and has at least. > p?—"

Proof: We prove the theorem with the gap-introducing downstream destination nodes. On the other handyjnu;-
reduction from the 3SAT problem. andw;- need to dominatg? downstream destination nodes of

. S e Ty. If u;« or w;= is not a branch state node if, then the
The 3SAT problem is a simplification of the regular SAT | & " & id o least?@~1. On the other hand, ifi,- and;=

problem. An instance of 3SAT is a conjunctive normal formy . 2 0" o H state nodesTh, since the capacity of node
(CNF) in which each clause contains exactly three variables =~~~ (4=— 2.2 1" eithen.. nor - are brangh stZ\te nodes
The 3SAT problem is to decide, given a Boolean expresgion inl T Thé total cost is at fea$1zq ’

in CNF such that each clause contains exactly three vagable” " 2 ' . . .
whetherg is satisfiable. Therefore, the total cost of the optimal solution is

2q—1 2qg—1 __
For any instancep of the 3SAT problem, we build an larger thanp*~", and we haveOPT(G) > p! -

—2—logp 4

instanceG(V, E) of SMTE-N with two multicast trees, where (4p?+1)(p?=—27108,4) = (4p‘1+1)(p‘1+1)qT =




Let s and D; be the source node and destination sef'of
respectively Lets and D, be the source node and destination
set of T, respectively.

If ¢ is satisfiable, there is a truth assignmenttsuch that
¢ is true, letlW = {u; : x; is assigned to be trgeJ {u; : z; is
assigned to be fal3eConsider the tre@) rooted ats including
1) the edges betweenand W and 2) the edge between each
d; and one of its neighbor ifil” (the existence of its neighbor
in W comes from that) is satisfiable). Consider the trde
which includes 1) the edges betweeandU \ W and 2) the
edges betwee® \ W and D,. Then (13,73) is a feasible
solution of SMTE and it can act as an upper bound of SMTE
in G. The total edge cost df} is m + n and the total edge
cost of T, is 2n. Since the node capacity is sufficient, the
total l(:)a?dwidth cost of this feasible solutionris+ 3n. Hence
_ 3logpd OPT(G) <m + 3n.
(4pr ) (peth) T e > (@prhprhlte > Oon the it | isfi

1 18 o Lo n the other hand, if is not satisfiable, le{T,15) be

(4]3‘1“ )f(maX{|D1|, |D2|})h - Since ¢ can be arbitrarily 5 feagiple solution. Since is not satisfiable, (there i)s an
small, for anye > 0, there is no(max{|D1|,|Dol|}) such that both edge, v;) and (s, ;) appear inT; for any
approximation algorithm for SMTE-N, assuming # feasible solution of SMTE, in order to span all destinatioms

Fig. 2. An illustration of instance building from 3SAT to SNMEIN

3+logp 4

The theorem follows. B D). Therefore, the edgds, u;) and(s, ;) cannot be included
In the following, we prove that SMTE cannot be approxi-in 7, due to the link capacity constraint, afid thereby needs
mated within any ratio. to choose the directed edde,d;). The total edge cost of

T is at least(m + 3n) x f(|V]) In this case, and the total
bandwidth cost of the optimal solution in SMTE is greatentha
(m+3n) x f(|V]). Therefore SMTE cannot be approximated

Theorem 2. For any polynomial time computable function
f, SMTE cannot be approximated within a factor &iV]),
unless P = NP. In other words, for arbitrary positive integer

k, SMTE cannot be approximated withjii|*. within a factor of f(|V']), unless P = NP. u
Proof: Assume, for a contradiction, that there is a polyno- V. ALGORITHM DESIGN o
mial time approximation algorithni with the approximation In the following, we first propose a-approximation al-

raio f(|V|) for SMTE. This proof will show that4 can be gorithm, namedMulti-Tree Routing and State Assignment
used for deciding the 3SAT problem in polynomial time, thusAlgorithm (MTRSA)for SMTE-N, whered = maxi<i<; [D;|.
implying P = NP. Note that we first focus on the node capacity, instead of the i
Specifically, given a grapl@, let OPT(G) denote the capacity, because the scalability in Group Table is crucial
optimal solution ofG: for SMTE. For any instance of the 3SAT SDN and has not been explored in previous studies of muiticas
problem, we build an instancg(V, E) for SMTE with two  [f€€ routing for other networks. Since Theoreim 1 proves that

multicast trees with the destination sébs and D». The goals ~there is no(d')-approximation algorithm of SMTE-N for
of the reduction are two-fold: any e > 0, MTRSA achieves the best approximation ratio.

) ) o Afterward, we extended it to support SMTE.
1) if ¢ is satisfiable theOPT(G) < m + 3n, and
2) if ¢ is not satisfiable the@PT(G) > (m+3n) x f(|V]),  A. Algorithm Description

where n is the number of Boolean variables; is the MTRSA includes two phases: 1) Multi-Tree Routing Phase
number of clauses, andl is a polynomial-time computable and 2) State-Node Assignment Phase. Multi-Tree Routing
function. Phase first constructs an initial multicast tree for eacltioadt

ggroup to minimize the total bandwidth consumption and bal-
ance the distribution of branch nodes in different treeatest
Node Assignment Phase then finds the branch state nodes for

To achieve the above goals, we build the instance of SMT
from each instance of the 3SAT problem. Given an instafce
of 3SAT with n Boolean variables:, ..., z, andm clauses

C1,...,Chm, we construct a directed gragh(V, E) such that each multi_cast tree to_ follow the n_o_de constrgint.
. . . 1) Multi-Tree Routing Phaseinitially, Multi-Tree Rout-
1) the node set’ is partitioned into four node set§ U,  ing Phase constructs a shortest-path tree with sosr@nd
D, and Ds; L _ destination setD; for each treeT; € 7. A nodeuw is full if
2) U contains2n nodesuy, U, ug, Uz, . . . , un, Uy (NOA€SU; it acts as a branch node for, multicast trees. By contrast,

andu; are corresponding to the Boolean variablg and |, i overloadedif it acts as a branch node for more than
for eachi with 1 < i < n, there are directed edges ui)  , trees. In this casey needs to act as a branch stateless
and (s, u;); node for some of those trees and thereby will incur more
3) D containsm nodesd,, ..., d,, (noded; corresponds to  phandwidth consumption. To address this issue, after finttiag
the clauseC;), and there exists a directed ed@g, d;)  shortest-path trees, if there is an overloaded node, westdju
(w7, d;)) if and only if the variabler; (77, resp.) appears  the |ocal tree routing nearby the overloaded node to move the
in Cj; . , , o branch node to another node that has not been full, in order
4) D> containsn nodesd, ..., d, and for each: with  to halance the distribution of branch nodes among different
%_g é/)g n, there are directed edgés, d;), (u;,d;), and  muylticast trees.
Ui, &), . . More specifically, if any node is an overloaded node and
5 G onfy has the directed edges dgscrlbed above. a branch node in any tré&, MTRSA chooses a nodeof 7;

The cost of each edge fromto D, is set as(m + 3n) x such that: 1) is a downstream ta in T}, 2) v is a branch node
f(V]) , and the cost of every other edge is set to be 1. Ther a destination node df;, and 3) there is no other branch
capacity of each directed edge is set to be 1, and the data ratede or destination node in the path framto » in 7;. In
of each tree is also 1. The node capacity is set as 2. other wordsyp is a nearby downstream branch nodeuoénd



a destination node. MTRSA reroutes the path (franto v)  the closest upstream branch state node,toorresponding to

to another path (fromw to v) as follows, in order to alleviate the unicast tunneling case.

the storage load in. Let ¢ denote the total bandwidth cost of An assignmentd of branch state nodes can be defined as

the path fromu to v in 7;. We find a new path fromw to v follows: A is a0, 1-matrix with the rows indexed by1, .. ., ¢}

such that: 1) the total cost of the new path is at mod) the  anq columns indexed by, such that 1) the’s in row i can

new path does not pass through any exiting nodg;jrand 3) gy pe the columns indexed iiV;, and 2) the number of's

this new path starts from an on-tree noadesuch that i) it iS i, columnw € W is no more than the node capacity. We

not a leaf node off;, and ii) it is not full or overloaded. We  assjgn a branch state nodec W to treeT; if and only if the

update tre€l; by substituting the old path from to v in T; ~ (j ) entry of A is 1. In other words, the first condition ensures

with the new path fromw to v, and the overload situation in that ‘a branch state node can only be assigned to a branch

u can be alleviated accordingly. Afterward, we process everyode of 7;, while the second condition is the node capacity

other downstream branch nodeof u until « is no longer a  constraint. Given an assignmentof branch state nodes, let

branch node fofl;. The above process is repeated for everyq, — {w € W : the (i,w) entry of A is 1} denote the set of

tree T}, iteratively untilu is no longer overloaded. branch state nodes far, and the total bandwidth cost for the
Example. Consider the following example in Fif. 3[a). set7 of all multicast trees with the state-node assignméig

Let G(V, E) be the network with two multicast treé§ and  ¢(7,A4) = >, .-, ¢(Ti, A;). Since an assignmewtof branch

T, with the data rate as 1. The number on each edge is thstate nodes can also be regarded as a subsét ahereN =

unit bandwidth cost of this edge, and the node capacity of1,... ¢t} x W, let M be the family of subsets o¥ satisfying

each node id. The sources; of the first treeT} is s with the  the above two conditions (hengé is the family of all feasible

corresponding destination sé; = {d;,d,...,ds}, while  assignments of branch state node§o and we use:(7, &)
the sources, of T3 is alsos, but the destination set i®; =  to denote the total bandwidth cost Bfwithout assigning any
{di,d,,....dg}. In Multi-Tree Routing Phase, we first find branch state node. Now let the set function M — R such

the blue and red shortest-path tréBsand 7, in Fig. %E] that z(A) represents the cost reduced by assignmentlore
Afterward, we adjust the multicast trees for overloadedesod formally, z(A) = ¢(T, @) — (T, A) for eachA € M.

Specifically, the node capacity afis 1, buta is a branch node The above matrix representation plays a crucial role in

of both 71 and T». Therefore,a is an overloaded node, and Greedy Assigning Stage when we prove the quality of the
MTRSA examines nodes,, d, v, c, which are downstream  gia1e-node assignment based on Matroid Theory later in Sec-
nodes ofa in T;. MTRSA first reroutes the patha, b, c} in  tion V2B This stage starts from a branch state node assighme
treeT;. Since nodey is overloaded, node cannot be rerouted 5 54 coste(T, @), and iteratively assigns one branch state
from nodey. In contrast, node is a full branch node of1,  pode for a tree in7 until no more assignment can reduce
and MTRSA reroutes nodefrom nodev for 7y as shown in (7" 4) More precisely, in each iteration, if the present branch
F_|g.. Note that the bandwidth cost is efficiently rediice giate node assignment.ise M, we choose an elementin

since the new path from to ¢ is much smaller than the one " 4 guch that: 1)4 U {z} is in M and follows the node
from a to c. Therefore, Multi-Tree Routing Phase addressesanacity constraint, and 2)A U {2}) = max,e(n_a) 2(AU

both the node capacity and the bandwidth consumption fo{y}). In other words, the first condition guarantees that the

scalable multicast traffic engineering. . new assignment is feasible, whereas the second condition
2) State-Node Assignment Phadeis worth noting when  chooses the node leading to the maximal reduction(@n A).
the network is heavily loaded, the first phase may not beifterward, Local Search Stage first adjusts the assignment
able to ensure that every overloaded node can be succgssfuf branch state nodes for overloaded nodes iteratively. In
adjusted to balance the distribution of branch nodes iecfit  each iteration, we first extract an overloaded nadend
trees, and State-Node Assignment Phase is crucial in thiien compute the reduction of the bandwidth cost with a
case to minimize the increment of bandwidth consumptiorbranch state node assigned:tdfor each treel’ spanningu,
due to unicast tunneling through branch stateless nodee Momssuming that the state-node assignment of other nodes are
specifically, State-Node Assignment Phase includes tvgesta not changed. Afterward, this phase sorts the trees acaprdin
1) Greedy Assigning Stage, and 2) Local Search Stage. Greedy the bandwidth reduction and chooses therees with the
Assigning Stage assigns the branch state nodes by itéyativelargest reduction, whereas the branch state nodes armedsig
maximizing the reduction of the number of branch state nodeso them accordingly. This stage is repeated until all o\atted
and later in Sectioh VB we prove that the number of branchhodes are carefully examined. Afterward, this stage resut
state nodes reduced by the Greedy Assigning Stage is at leaie paths from other branch nodes of a tree in order to find a
half of the number of branch state nodes reduced by an optimamaller tree with the same assignment of branch state nodes.
strategy. Local Search Stage then improves the solution bylore specifically, for any branch nodein treeT;, we choose
further alleviating the assignment on overloaded nodes anfodesy andw of 7; in the same way as the Multi-Tree Routing
rerouting the trees to further reduce the total bandwidst.co Phase in order to find a new path framto v, andw is not

We detall the two stages as follows. full.
For each multicast tre@; obtained in Multi-Tree Routing Example. In Greedy Assignment Stage of the State-Node
Phase, let¥; denote the set of branch nodesiin andW = Assignment Phase, when there is no branch state node, &he tot

Ui<i<:Wi. On the other hand, let; be the set of branch state bandwidth cost in Fid. 3(t) i8(7, @) = ¢(T}, @)+c(T», @) =
nodes inT; to be decided in this phase, any thereby is a 142 +92 = 234. If we assign a branch state node wfor tree
subset ofi¥/;. Let ¢(T;, A;) denote the total bandwidth cost of Ty, the bandwidth cost of the patha,«,v can be reduced
T; with the set of branch state nodes.as More precisely, by (4 — 1) times since there aré downstream destination
(T, A;) = ZUGAI,UDI, ¢(P,), whereP, is the path from the nodesds,dy, ds,ds of v in T;. The reduced cost is the largest
closest upstream branch state nodedinor the source ta, among all possible branch state node assignments. Therefor
such that all internal nodes d?, are not inA;, andc¢(P,) is MTRSA first assigns a branch state node worior tree T
the cost of all edges i®,. In other words, if there is no branch with the cost reduced bft — 1) x (ks + ka,u + kuw) = 63.
stateless node i®,, every packet is delivered only once on It then assigns a branch state nodeoto 7> with the cost
every link of P,. By contrast, ifP, includes a branch stateless reduced by(3 — 1) x (ks ., + kv,) = 30. Afterward, node: is
nodewu, each packet is sent multiple times on the links fromassigned as a branch state nodeffpwith the cost reduced by



z(B) is the cost reduced by assigning a branch state node in
nodew to treeT; with branch state node assignmdBt we
havez(A U {c}) — z(4) > z(BU{c}) — z(B). Hence,z is
submodular. Letd, B € M with A C B, by definition of z,

we havez(A) < z(B), andz thereby is nondecreasing.

Let Zopr bemax{z(A): A € M} and Z; be the result
from our algorithm. By a result on maximizing submodular set
function on matroid[[25], we havo% < 1. Hence,

OPT —Z

Za > 3 Zopr. The theorem follows. ]

Then, we prove that MTRSA is a-approximation al-
gorithm for SMTE-N, whered is the maximum size of the
destination sets. Since Theordrh 1 proves that there is no
approximation algorithm with ratio5*~¢ for any ¢ > 0,
the following theorem shows that MTRSA achieves the best
approximation ratio. In contrast, since SMTE cannot be ap-
proximate within any ratio unles® = NP, it is impossible
to derive an approximation ratio for any algorithm of SMTE,
and we thereby evaluate MTRSA for SMTE in Section VI.

@ W @ W @ @ _ S _
(c) Multi-Tree Routing Phase (d) State-Node Assignment Phase ~ Theorem 4. MTRSA is ad-approximation algorithm for
SMTE-N, where) = maxi<;<t |Dz|

Fig. 3. An example of MTRSA .
Proof: Let the set of multicast treeg™* = (17, ...,T})

t
with the assignmentl* of branch state nodes be the optimal

1 * t * 1 *

(3—1) x (ks.0) = 18, and node: is assigned as a branch state Solution ©0 SMTE-N, andV* = Ui_,IW;" with W as the
node forT, with the cost reduced b — 1) x (ko s+ ky.) — 7. St Of branch nodes oy, whereasA; = {w € W* :

In Local Search Stage, there areb%wee) O\Eerlygadgd )rmdes the (i, w) entry of A" is 1} be the set of branch state nodes
andy. For overloaded node, this phase moves the branch In 17" Therefore, the opfimal bandwidth costdsT™, A*) =
state node om from T}, to T} without changing the branch >_;—; ¢(T;", A7). For MTRSA, Multi-Tree Routing Phase first
state nodes of the other nodes. If we assign a branch stagenstructs the shortest-path tre@$!) — (Tl(l),...,Tt(l)),
node ona to 71, it becomes possible to reduce the cosof and the rerouting procedure of the Multi-Tree Phase outputs
by (3 — 1) x (ks,.) = 18. In contrast, if we assign a branch the new treesT . MTRSA finally generates the treeg(®)
state node om to 73, we are able to reduce the costBf by  \ith the assignmentd® of branch state nodes. Let be
only (2 —1) x (ks.) = 9. Nodesc andy are then processed zn assignment such that for each non-overloaded node
similarly. Finally, in Fig [3(d), since nodg has been a branch .0 T, MTRSA assigns a branch state node orto

state node, node can be re-routed to nodgin 7», and the S (1) .
total bandwidth consumption is reduced franw in Fig.[3(c) ~ Sach ree i7" with v as a branch node. According to the

—— - State-Note Assignment Phase, we haveC A®). On the
0 93 in Fig. [3(d) accordingly. other hand, in Multi-Tree Routing Phase, MTRSA updates the
B. Approximation Ratio and Time Complexity trees only when the bandwidth cost does not increase, and

In the following, we first examine the quality of assignmentthe branch state nodes can only reduce the cost. Therefore,

3 3 2 3 2
for branch state nodes in the second phase. We prove th4e havee(T', A®) < (T2, A®) < (T2, A). In the
(N, M) is a matroid and the set function: M — R is rerouting procedure of Multi-Tree Routing Phase, suppose w

dure C

a nondecreasing submodular set function. Therefore, decor€route 7" to 7; ?'che %aCh redrOlrJ]tlng step dr?ﬁs not create

ing to the Matroid Theorem for maximizing submodular set2"y New overloaded node, and the P pat pensures

function [25], we have the following theorem. that ¢(7", A) < ¢(T, A). Thereforec(T', A) < (T, A)
holds by induction, and we hav¢7 (3, A®)) < ¢(T?) A) <

Theorem 3. The number of branch state nodes reduced by T4y < «(TW. &). Si th W f th

the Greedy Assignment Stage is at least one half of the bran¢h’ ~+4) < (T, 2). Since the pattP’| ; from the source

state nodes reduced by the optimal assignment of branch stat; to noded in D; in treeTi(l) is the shortest path fros to d
nodes. in G, andT;* has a path from; to d, we haver(P{")) < ¢(T)

Proof: In the following, we first prove thatM is a  for everyi and everyd € D;. Thereforec(T®), A®)) <
matroid. M is the family of subsets oN = {1,....t} x W (7MW &) = ¢ 1V 2) < T, Suen, C(Ps(il,)d) <

i=1

(i.e., we put the elements @f in at x |WW| array) such that t . A% t * A%

the elements in the-th row are in the| co|lumns indexed by Zz‘:tl 2aep, AT AY) = X [Dil x oI A7) <
W;, and the number of elements in the column indexeduby 6> ;_; ¢(T7, A;)) = & x ¢(T*, A*). The theorem follows.

is at most the capacity ob. Hence, by definition, we have: u
HoeM 2)ifAC Be M, thenA € M, and 3) If Time Complexity. We first find the shortest path be-
A,B e M with [A] < |BJ, then there is an elemefhte B tween any two nodes irG with Johnson’s algorithm in
such thatA U {b} € M. ThereforeM is a matroid. O(|V||E|+|V[*log |V|) time as the pre-processing procedure.

Now we prove that the set function: M c 2V — Ris  Multi-Tree Routing Phase constructs the shortest-pathfoe
submodular and nondecreasing. L&tB € M with A C B each source; and its corresponding destination det, and
andc € N be the element in row and columnw such that MTRSA compares the distance from a destination node to all
AU {c},BU{c} € M, sincez(AU {c}) — z(A) is the cost other nodes inD(|V|) time. Processing all € D, requires
reduced by assigning a branch state node in node tree7;  O(|V||D;|) = O(6|V|) time, and processing all shortest-path
with branch state node assignmehtand sincez(BU{c}) —  trees require®)(t6|V]) time. After constructing the shortest-



path trees, MTRSA reroutes the paths from each overloadellgorithm 1 Multi-Tree Routing and State Assignment Algo-
node to some of its downstream nodes. Since there are at mgghm (MTRSA)

¢ branches in the tree set, we reroute at négséths for each  Require: A network G = (V, E), source nodes, s, . .

-5 Sty

branch node, and each rerouting requires the comparison of a  destination set®,, D, - - - , D;, and State-Node tabld.

most |V| distances of paths. Therefore, the above procedurgnsure: Multicast treesT}, Ts, - -

requiresO(t6%|V|log |[V]) time, and Routing Phase requires
O(t62|V]log |V]) time.

Afterward, in Greedy Assigning Stage of State-Node As-
signment Phase, there are at medt| branch state nodes

iterations. In each iteration, we first derive the minimunstco
reduced by assigning a branch state node on each nade
every T; in O(t|V|) time, and we update the cost reduced
by assigning each new branch state node to the Tie

1
2
3
required to be assigned, and this stage has at rdst 4
5
6

O(|T;||E|) = O(|V||E]|) time. Therefore, this stage requires 8:

O(t|V|(t|V|+|V]|E|)) = O(t|V]*(t+]|E])) time. Then, Local

Search Stage carefully examines the overloaded nodescln ea 9:
iteration, we adjust the branch state nodes on each mode 10:
in different trees without changing other branch state sode 11:

stage takeD(t|V||E|) time because there are at madsf| E

O(t|V|%(t + |E|)) time to allocate the branch state nodes andigﬁ /State-Node Assignment Phase 2) Local Search Stage
O(t5?|V]log|V|) time for rerouting, and MTRSA requires 7.
17:
18:
19:
20:

For SMTE, since the number of times that each packefl

to find the new bandwidth cost i@(¢|F|) time, and this

iterations. Therefore, State-Node Assignment Phase nexjui

OtV |*log |V|(t + | E|)) time.
C. Extension to SMTE

is delivered in a link cannot be acquired before assignin
the branch state nodes, we first present the concepieak
edge capacity constraintete; , , = 1if &;,,, iS @ positive

integer in our Integer Programming formulation, angd , = 0

~

23:
24: return Ty, 7T5, - -

-, Ty, s; is the root ofT;,
andD; is in T;.

. //Multi-Tree Routing Phase
for i e {1,2,...,¢} do

T; « shortest path tree containing; with root s;

. for overloaded node do

Reroute an appropriate downstream nadeof u to
balance the distribution of branch nodes

//State-Node Assignment Phase 1) Greedy Assigning Stage

A« [0]
while there isx € N — A such thatA U {z} € M do
Tmax < arg ?}éifA{Z(A u{z}): Au{z} € M}

A+ AU {zmax}

for overloaded node do
Re-assign node state ento maximizing reduction

for overloaded node do
while nodew is overloadeddo
for each node: in V' do
if nodez is not overloadedhen

Reroute node the downstream nodeof u to
nodez
Break the for loop

-, Ty and A

otherwise. MTRSA needs to ensuye, ,, fi X &; < cuw

U,V —

holds forVve,, € E before assigning the branch state nodes.

In addition, in the general case of SMTE, the storage size oftage, since now the branch state nodes have been specified,
each branch state nodein Group Table is proportional to the We reroute each multicast trég according to the original
degree ofu in the corresponding multicast tré€ [1]. Therefore,edge capacity constrairt7), such that any new path from

let 3;.., denote the node weight (i.e., storage size) of assigninép

v must have sufficient capacity to suppgt If the amount

a branch state node anto treeT;, andb, here denotes the Of multicast flows in any edge exceeds the capacity constrain
size of Group Table in.. For SMTE, we extend MTRSA as We also reroute its closest upstream state node a tree7;

follows.

Before Multi-Tree Routing Phase, we sort the multicas
trees in7T according to their data rates in the ascending order,

to w, such that the new path fron» to v follows the link
tcapacity constraint.

MTRSA can support the dynamic multicast group mem-

fi < fo <--- < f,. In Multi-Tree Routing Phase, we find the Dership as follows. When a userjoins or leaves a multicast

first shortest-path tre#, in 7 and decrease the link capacity 9roup, MTRSA adds or trims (if no other users are located
cu., for every edge inly by its flow rate f;. Note that any downstream to the user) the corresponding branch from the

edgee, , with insufficient residual capacity to suppgft will

upstream branch nodein the same way as Multi-Tree Rout-

be removed since it cannot support the rest of the multicadfd Phase. Afterward, State-Node Assignment Phase adjusts

flows. The above procedure is repeated for other treés.in
In the rerouting procedure of Multi-Tree Routing Phase,

the new branch state node if necessary. Therefore, it daes no
need to re-compute the whole tree.

we reroute each multicast trdé¢ according to the weak edge D. Pseudo Code

capacity constraint, such that any new path frorto v in Sec-
tion[V=Almust have sufficient capacity to suppdyt In Greedy
Assignment Stage, we find an element= (i,u) in N — A
according toz(Au{(iéu)})fz(A) _ max{z(Au{(i’yu’)})fz(A) :

!l

i’ u

The pseudo code of MTRSA is shown in Algoritiih 1.

VI. PERFORMANCEEVALUATION

In this section, we first compare MTRSA and other

AU{(@, v} € M}, which represents the normalized costapproaches with real topologies. Afterward, we deploy our
reduction. In other words, the node weight, is considered algorithm in a small experimental SDN network with HP SDN

during the assignment of branch state nodes.

switches to evaluate the video performance with YouTube HD

In Local Search Stage, optimizing the state-node assigriraffic that requires a large amount of bandwidth consumptio

ment of one node becomes the same as the knapsack problem

because each candidate branch state node now has a prgfit (i Simulation Setup

cost reduction) and a size (i.e., node weight), and we exploi

We simulate our algorithm in two real networks: Vil-

Polynomial-Time Approximation Scheme for knapsdcK [26] toWavenet2011 and Columbus [27]. VtlWavenet2011 includes
find the solution. In the rerouting procedure of Local Searcl91 nodes and 96 links, while Columbus has 70 nodes and 85
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smaller than 100, whereas there are more than 2000 trees in th
large-scale cases. The link capacity in the topologiestisose

Cost (k

the level that the maximal bottleneck link utilization rbas 23456780910 2345678010
100% [28], and the edge cost of each link is set as 1. We #Trees (k) #Trees ()

vary the number of multicast trees, the number of destinafio (a) Vtiwavenet2011 (b) Columbus

and node capacity. The source and destinations are chosen

randomly from each network. Fig. 6. Cost with different™’| (b, =300, |D| = 10)

We compare MTRSA with the following algorithms: 1) 1400 e 1400 e
the shortest-path tree algorithm (SPT), 2) the Steiner(8&@ T el ST 1 & B ST
algorithnfi [7], and 3) CPLEX [29], which finds the optimal £ 80l § £ 800 NI
solutions of SMTE problem by solving the IP formulationin & 500 [ 1 & sl ]
SectiorIIl. In SPT and ST, the branch state nodes of difteren zoosméo 2005;—\1m50
trees are randomly assigned to a branch node when node is Capacity Capacity
fully utilized, i.e., the number of branch state nodes reach (a) VilWavenet2011 (b) Columbus

the node capacity. Each SPT and ST is added to the netwog
iteratively. If an edge does not have sufficient residuabcip 9. 7.
to support the multicast flow of a new SPT or ST, it will be
removed accordingly to avoid choosing the edge in the SPT or
ST. We implement all algorithms in an HP DL580 server with
four Intel Xeon E7-4870 2.4 GHz CPUs and 128 GB RAM.
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B. Small-Scale Evaluation (a) Vtiwavenet2011 (b) Columbus

In the small-scale cases, we compare the total bandwidth
costs of all trees in MTRSA, SPT, ST, and CPLEX with dif- Fig. 8. Cost with differen{D| (|7"| = 6000, b,, = 300)
ferent number of treeq®|), different node capacityb(), and

different number of destinatiory®|. As shown in Fig[¥ and TABLE . RUNNING TIME OF MTRSA (SECONDS
Fig.[3, MTRSA generates a solution with the total bandwidth

cost very close to the optimal solution. Although SPT cheose D= [ P10 | IDI=15 [ P[220 [ DI =25
the shortest path to the destinations, it does not carefully | 4000 309 6.33 8.71 11.06 12.39
examine the node capacity, and its cost is thus higher than | 6000 | 582 12.52 17.94 22.37 25.53
MTRSA. Compared with SPT, the distance from the sourceto | 209 | 88 | 20.19 a8 32 g

a destination in ST is usually higher because the path needs t

be deviated from the shortest one in order to share more edges
with another path. Therefore, more branch nodes are usuallg more significant in larger-scale cases. In E. 6, thel tota
involved in ST. Without a sophisticated allocation of brianc cost increases with the number of trees. For a larger network
state nodes, ST incurs a slightly higher cost than SPT dueeto t the source and any destination are inclined to be locateu wit
additional bandwidth consumption in unicast tunnelingtfee  distantly, but there is also a higher chance to find a node with
branch nodes with full Group Table. The difference becomesufficient capacity as a branch node for rerouting. Theegfor

more significant when the number of trees increases as shownTRSA effectively reduces the total bandwidth cost by 66%
in Fig.[4. Similarly, Fig[5 manifests that the total bandthid and 59%, respectively, compared to ST and SPT. In addition,
cost of each tree increases as the number of destinatiows gro Fig. [ shows that the bandwidth costs can be effectively

because each tree becomes larger in this case. reduced when we increase node capacity, and setting the node
. capacity as 100 is sufficient for MTRSA. On the other hand,
C. Large-Scale Evaluation the bandwidth cost grows with the number of destinations,

In the following, we evaluate MTRSA, ST, and SPT in because all trees are required to span more nodes as shown in
larger-scale cases, where the number of multicast tree iBig.[8.
ranged from 2000 to 10000, the number of destinations is Taple | summarizes the running time of MTRSA with

from 5 to 25, and the node capacity is between 50 and 25Quitterent| 7| and|D|. With a smaller input, such as 2000 trees
Compared with smaller-scale cases, the advantage of MTRSA, 4 5 destinations in each tree, the running time for MTRSA

SThere are some single-tree multicast routing algorithmth wiifferernt s ar-ound 1 second. A§1| and-lDl increase, MTRSA- Only
purpuses (such as QoS), but they are not included in this diedause ST requires around 73 Secon.ds. in the Iargest case Wlth.. 10000
(i.e., the optimal solution for single tree) outperformesgth approaches in  Multicast trees. Therefore, it is envisaged that our allgoriis
terms of the bandwidth consumption. practical to be deployed in SDN.
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Fig. 9. Implementation results of the experimental SDN (6l
[7]

D. Implementation

To evaluate MTRSA in real environments, we implement it [g]
in an experimental SDN with HP Procurve 5406zl OpenFlow-
enabled switches. We use Floodlight as the OpenFlow con{9]
troller to install the multicast forwarding rules in SDN-&E
We install multicast group information in group table and[1i0]
create virtual ports mapping to multiple physical ports to
forward multicast traffic. MTRSA is running on the top of
Floodlight. Our testbed includes 12 nodes and 24 links agl1]
shown in Fig.[®, where the link capacity and node capacity
are set as 50Mbps and 5, respectively. We randomly select 1fk]
nodes as the video multicast sources, where each source is
connected to a Youtube proxy to facilitate YouTube multicas [13]
We implement the Youtube proxy by using VLC player, which
can request video stream from Youtube and work as a video
server. To support multicast, we modify TCP to aggregate TCIpL4]
ACKs from multiple clients. The full-HD test video is in 460
seconds encoded in H.264 with the average bit rate as 10Mbpss]
For each source, we randomly assign 10 destinations thyat pla
videos using the VLC player. Fi b) shows that the total[16]
bandwidth consumption during playback, and we average the
bandwidth consumption every 40 seconds. The results nstnife[17]
that the bandwidth consumption of MTRSA is 46% and 35%
lower than ST and SPT, respectively. Therefore, MTRSA can
effectively support multicast traffic engineering in SDN. [18]

VIlI. CONCLUSION

Recent studies on traffic engineering for SDN mostly focud19]
on unicast, while most existing multicast routing algarith
are designed to find the routing of a multicast tree, instdad o
multiple trees. In this paper, therefore, we have formulate [20]
Scalable Multicast Traffic Engineering Problem (SMTE) to
minimize the total bandwidth cost according to the link and
node capacity constraints for multiple trees in SDN. We havé?1]
proved that SMTE-N is NP-hard and not able to be approxi-
mated withing, while SMTE cannot be approximated within
any ratio. To solve the problem, we have proposed Multi-Tred??]
Routing and State Assignment Algorithm (MTRSA), which is
a d-approximation algorithm for SMTE-N, while MTRSA has 3
been extended to support SMTE as well. Simulation baself’!
on real topologies and implementation with Youtube traffic
manifest that MTRSA can effectively find the routing of
multiple multicast trees and assign the branch state nades
order to reduce the total bandwidth cost, while the comjmrtat [25]
time to construct numerous trees is also reasonable fotipahc
SDN. Since the tree obtained by MTRSA is not delay bounded,
we will extend it to support QoS multicast in the future work. [26]
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