
Joint Participation Incentive and Network Pricing
Design for Federated Learning

Ningning Ding, Lin Gao, and Jianwei Huang

Abstract—Federated learning protects users’ data privacy
through sharing users’ local model parameters (instead of raw
data) with a server. However, when massive users train a large
machine learning model through federated learning, the dynam-
ically varying and often heavy communication overhead can put
significant pressure on the network operator. The operator may
choose to dynamically change the network prices in response,
which will eventually affect the payoffs of the server and users.
This paper considers the under-explored yet important issue
of the joint design of participation incentives (for encouraging
users’ contribution to federated learning) and network pricing
(for managing network resources). Due to heterogeneous users’
private information and multi-dimensional decisions, the opti-
mization problems in Stage I of multi-stage games are non-
convex. Nevertheless, we are able to analytically derive the
corresponding optimal contract and pricing mechanism through
proper transformations of constraints, variables, and functions,
under both vertical and horizontal interaction structures of the
participants. We show that the vertical structure is better than
the horizontal one, as it avoids the interests misalignment between
the server and the network operator. Numerical results based on
real-world datasets show that our proposed mechanisms decrease
server’s cost by up to 24.87% comparing with the state-of-the-art
benchmarks.

Index Terms—Federated learning, incentive mechanism, dy-
namic network pricing, interaction structure comparison

I. INTRODUCTION

A. Background and Motivations

With the fast development of machine-type communications
to support the Internet of Things (IoT), user devices are
generating unprecedented amount of data1 to power intelligent
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1IoT big data statistics show that the amount of data generated by IoT
devices is expected to reach 73.1 ZB (zettabytes) by 2025, corresponding to
more than 300% growth over the 2019 output [1].

machine learning models [2]. However, users’ privacy con-
cerns often make it risky (or even illegal) to centrally collect
and store all users’ data for model training. This motivates
the deployment of federated learning, which enables effective
collaborative learning while protecting users’ data privacy.
During the model training process, distributed users keep their
private data on their own devices and only share intermediary
model parameters with the central server [3].

Although promising, federated learning still has several
under-explored performance bottlenecks, including lack of in-
centives for participation and heavy communication overhead
[4]. Most existing studies made the optimistic assumption
that users are willing to participate in the federated learn-
ing training process (e.g., [5]). This is not always possible
if the users do not receive enough incentives (rewards) to
compensate their computation and communication costs [6].
Although some important earlier works explored the incentive
mechanism design for federated learning, they did not consider
the large and dynamically changing communication overhead
and the network operator’s resource pricing (e.g., [7]–[11]).

Two aspects lead to the heavy and dynamically varying
communication overhead. First, federated learning applications
involving a large number of edge devices2 increasingly involve
complex deep neural networks (DNNs) (e.g., Gboard [13] and
federated automatic driving [14]). The model parameter update
uploaded by each user consists of a large size of gradient vec-
tor3, leading to heavy communication overhead [16]. Second,
as mobile users experience different and dynamically changing
network connectivities, they may choose to upload their model
updates in different time slots (i.e., asynchronously) [3], [17].
This makes the total communication overhead of the federated
learning system dynamically changing over time [18]. As a
result, such heavy and dynamic communication demand can
significantly influence the network operator’s resource usage
and pricing strategy, which in turn affect users’ incentives to
join the federated learning system [19].

To overcome the above bottlenecks, we focus on the joint
design of incentive mechanism and network pricing in fed-
erated learning, with several challenges to tackle. First, the
dynamic resource demand motivates the network operator to
set dynamic prices to manage the network quality and maxi-
mize its profit, which in turn will change the resource demand
distribution over time (e.g., a high price discourages users’

2Business Insider Intelligence expects vehicles in the Internet of Vehicles
systems to rise from 33 million in 2017 to over 77 million by 2025 [12].

3As the state-of-the-art image classification model, Google’s NASNet
achieves over 80% accuracy on ImageNet but has a 355MB size [15].
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usage) [20]. Moreover, each user’s network usage affects
other users’ payoffs through network congestion (i.e., network
externality). It is difficult for the network operator to design the
optimal prices considering all heterogeneous users’ different
usage choices and their network externality. Second, users’
private information (e.g., training costs) increases the difficulty
for server’s incentive design and network operator’s pricing.
Selfish users can misreport their information for a more
favorable outcome [10]. Third, the complex interaction among
users, server, and network operator also significantly affects
how they can derive their optimal strategies. Specifically, there
are two widely-considered interaction structures in the market
depending on participants’ relative market powers [21]–[23]:
• Horizontal interaction structure: the network operator and

federated learning server announce their pricing and incen-
tive mechanisms simultaneously, based on which users make
participation decisions (to be introduced in Section II-D2).

• Vertical interaction structure: the network operator, server,
and users make their decisions sequentially (to be introduced
in Section II-D1)4.

Different structures require different incentive and pricing
considerations. When it is feasible for both structures to exist
in a market, it is also important to compare the performance of
these structures and provide policy guidelines regarding which
one is more beneficial to the society.

These challenges motivate us to answer the following inter-
esting questions in a federated learning system:
Key Question 1: What is the server’s optimal incentive
mechanism for heterogeneous users with private information,
considering the heavy communication overhead?
Key Question 2: How should the network operator set the
prices to maximize its profit, considering the dynamically
changing network resource demand?
Key Question 3: Which interaction structure is better in terms
of the payoffs of the server, the network operator, and users?

B. Contributions
We summarize our key novelty and contributions below.

• Incentive mechanism design considering dynamically chang-
ing network resource demand. To the best of our knowledge,
this is the first analytical study on incentive mechanism
design for federated learning considering dynamic network
resource demand. Such a study is practically important for
the sustainable development of federated learning systems.

• Joint design of optimal contract and network pricing un-
der different interaction structures. We propose multi-stage
games to analyze the server’s optimal contract and the
network operator’s optimal dynamic pricing, under both
horizontal and vertical interaction structures. With heteroge-
neous users’ private information, the optimization problems
of the network operator and the server are non-convex and of
a high complexity (e.g., a large number of constraints). We

4For example, Cosmo (selling smartwatches) and Things Mobile (selling
smartwatch SIM cards) have similar market power, and they usually forms a
horizontal interaction structure; China Mobile has larger market power than
BYD Auto, and they usually forms a vertical structure [22].

solve these problems by converting the constraints into sim-
pler but equivalent ones and properly transforming variables
and functions to obtain convex or analyzable problems.

• Comparison of interaction structures. We show that the
vertical interaction structure is better than the horizontal
structure for users, server, and network operator. This is
because the sequential decision process under the vertical
structure avoids the scenarios where users incentivized by
the server cannot afford the network payment.

• Insights about network pricing and demand distribution.
When users are congestion-tolerant, we show that it is
optimal for the network operator to achieve a water-filling
network demand distribution and set the same price for the
time slots chosen by at least one user. However, when users
are congestion-sensitive, time slots with less background
network demands encourage the federated learning users’
selection but still have less total network demands. This is
because the network operator needs to consider users’ total
congestion cost in each selected time slot.

• Performance evaluation. Numerical results based on real-
world datasets show that our proposed mechanisms decrease
the server’s cost by up to 24.87% and increase the network
operator’s profit by up to 1245.25%, compared with the
state-of-the-art benchmarks.

C. Related Work
Most studies on federated learning focused on improving

training efficiency (e.g., [24], [25]), enhancing security (e.g.,
[26], [27]), and preserving privacy (e.g., [28], [29]). Most of
the results were derived under an optimistic assumption that
users are willing to participate in federated learning, which
may not be realistic without proper incentives.

A carefully designed incentive mechanism can elicit users’
truthful information, promote cooperation, and enhance system
efficiency in federated learning [4]. Although federated learn-
ing has seen increasingly more applications in practice, there
are only a few important earlier works on the incentive mech-
anism design (e.g., [5], [7]–[11], [30]), with a few limitations.
For example, Sarikaya et al. in [7] studied a complete informa-
tion scenario where the server knows the private information
of users. Kang et al. in [5] and Jiao et al. in [30] focused on
the incentive mechanism design under incomplete information
yet without closed-form solutions. Feng et al. in [8] and Zhan
et al. in [9] modeled users’ independent communication costs,
without considering users’ mutual influence of network usage
(e.g., network congestion). Building upon these earlier work,
we propose a more general and practical model with private
information and users’ network externality.

More importantly, our work has two key novelties compared
with prior studies on incentive design for federated learning.
First, to the best of our knowledge, prior related literature did
not consider the impact of dynamic network resource demand,
which is challenging to analyze yet practically significant.
Instead of only focusing on the interaction between the server
and users, our work will perform the joint optimization of
network operator’s resource pricing and server’s incentive



design for users. Second, no prior work studied incentive
mechanism for federated learning under different interaction
structures. However, this is important for both the system
participants and policy makers.

The rest of the paper is organized as follows. We first
introduce the system model in Section II. We then study
the optimal incentive mechanism and network pricing design
under the vertical structure and the horizontal structure in
Sections III and IV, respectively. We present some interesting
insights about congestion-tolerant users in Section V. We
perform simulations based on real-world datasets in Section
VI and conclude in Section VII.

II. SYSTEM MODEL

We consider a typical federated learning platform (e.g.,
federated automatic driving in the Internet of Vehicles (IoV)),
where the model training is distributed over I users and
coordinated by a central server. The communication (i.e.,
model updates transmission) between users and the server
during the model training is supported by a mobile network
operator (e.g., AT&T). In the following, we will first introduce
the federated learning process, then specify the strategies and
payoffs of users, server, and network operator, and finally
formulate the games among these participants.
A. Federated Learning Process

Federated learning is a distributed machine learning
paradigm, in which many users collaboratively train a shared
learning model under a server’s coordination. Consider an
example of data (xa, ya), where xa is the input (e.g., an image)
and ya is the label (e.g., the object in the image). The objective
of learning is to find the proper model parameter w that can
predict the label ya based on the input xa. Let us denote the
prediction value as ỹ(xa;w). The gap between the prediction
ỹ(xa;w) and the ground truth label ya is characterized by the
prediction loss function fa(w). If user i uses a set Si of local
data with data size si to train the model, the loss function of
user i is the average prediction loss on all his data a ∈ Si:

Fi(w) =
1

si

∑
a∈Si

fa(w). (1)

The purpose of federated learning is to compute the model
parameter w by using all users’ local data. The optimal model
parameter w∗ minimizes global loss function, which is a
weighted average of all users’ loss functions:

w∗ = argmin
w

f(w) = argmin
w

I∑
i=1

si
s
Fi(w), (2)

where s is the total data size of all users [3].
We consider the widely adopted synchronous federated

learning that proceeds in rounds of communication. Each
global training round starts when the server broadcasts the
current global model parameter to all users and ends after
all users upload their local parameter updates to the server for
aggregation (so that the server can produce a new global model
parameter). The key advantage of the synchronous algorithms
is that they have provable convergence (e.g., [31], [32]).

Next, we model the strategies of the network operator,
server, and users in each training round.

B. Time Frame, User Type, and Strategies
1) Time Frame: We refer to one training round as one time

frame, which is divided into T ≜ {1, 2, ..., T} time slots. For
example, the time frame can be one day, which can be further
divided into 24 time slots (each with one hour). In our model,
we focus on the optimization in one typical time frame.

2) User Type: We consider a set I ≜ {1, 2, ..., I} of users
in the federated learning system. Users are distinguished by
their marginal data-usage costs θ. We refer to a user with θj
as a type j user. Without loss of generality, I users belong to
a set J ≜ {1, 2, ..., J} of J types. Each type j has Ij users,
with

∑
j∈J Ij = I . We assume that θ1 < θ2 < ... < θJ ,

and the maximum data size that a user can generate is dmax.
The total number of users I and the specific number of each
type Ij are public information, but each user’s type is private
information5.

3) Network Operator’s Pricing: The network operator
has the flexibility of setting different network prices p ≜
{p(t)}t∈T in different time slots t ∈ T . Due to regulatory
concerns, the maximum price for any time slot will be p0.

4) Server’s Contract: The server wants users to upload
their local training results by the end of the time frame and
contribute as much data for local training as possible. The
server will design a contract6 ϕ ≜ {ϕj}j∈J , which contains
J contract items (one for each user type). Each contract item
ϕj ≜ (dj , rj) specifies the relationship between each type-j
user’s data size (for local training) and reward. Here dj is the
required training data size in each training round, and rj is the
corresponding reward if a type-j user completes his training
task by the end of the current data frame (i.e., within the
current training round) with required data size.

5) Users’ Choices: Each user decides whether to partici-
pate in the training, (if yes) which contract item to choose, and
which time slot to upload the training results. The choice of
different time slots may lead to different network congestion
costs and network prices for users. A user will not participate
if his payoff (defined in Section II-C1) is negative.

C. Payoffs and Profits
1) Users: Since a user’s type is private information, he can

choose a contract item not designed for his type. When a user
i ∈ I chooses the contract item ϕj and the time slot ti, his
payoff is the difference between the reward from the server and
the costs (on his data usage, network payment, and network
congestion):

W i
U (ϕj , ti) = rj−θidj−p(ti)−β

(∑
k∈I

1tk=ti + h(ti)

)2

, (3)

where
∑

k∈I 1tk=ti is the normalized network usage in this
system (i.e., the number of federated learning users who

5It is easy for the server and the network operator to have the knowledge
about statistics of type information through market research and past experi-
ences, but it is hard to know each user’s private type [33].

6Both contract theory and auction theory are promising and widely adopted
theoretic tools for dealing with incentive problems with private information.
Contract is more applicable to the case where the server knows user type
distribution but does not know each user’s type, while auction is more suitable
when the server does not even know the user type distribution [34], [35].



choose to upload model parameters in the same time slot ti
as user i), h(ti) is the network usage from other systems
at time slot ti (i.e., background network usage at time slot
ti), and β

(∑
k∈I 1tk=ti + h(ti)

)2
is the congestion cost. The

quadratic congestion cost captures the increasing marginal cost
feature of congestion-sensitive users7 [36], [37].

2) Server: The server’s cost is determined by the accuracy
loss of the global model and the total rewards for users8.

First, we characterize the expected accuracy loss of the
global model. The model accuracy loss after D training rounds
is measured by the difference between the prediction loss
with parameter wD and that with the optimal parameter w∗,
i.e., f(wD) − f(w∗) (defined in Section II-A). The expected
difference is bounded by O(1/

√
BD+1/D) [38], [39], where

B is all users’ total training data size in each round, i.e.,
B =

∑
j∈J Ijdj . Given a fixed D (as we optimize the

each-round accuracy), minimizing the accuracy loss bound is
mathematically equivalent to minimizing 1/

√∑
j∈J Ijdj .9 It

is clear that the model accuracy loss decreases in users’ total
training data size.

Then, we consider the server’s total rewards for all users.
If all users choose to participate in the contract and choose
their corresponding contract items10, the total rewards is∑

j∈J Ijrj .
To summarize, the server’s cost is:

WS =
1√∑

j∈J Ijdj
+ ξ

∑
j∈J

Ijrj , (4)

where ξ is server’s weight on the rewards. A larger ξ means
that the server is more concerned about minimizing the reward
and less concerned about minimizing the accuracy loss.

3) Network Operator: Network operator’s profit is the
difference between the revenue from users and the total cost
for providing network service in all time slots of a time frame:

WO =
∑
i∈I

p(ti)− γ
∑
t∈T

(∑
i∈I

1ti=t + h(t)

)2

. (5)

Here the quadratic network cost captures the widely con-
sidered increasing marginal cost feature (e.g., [40], [41]).
Intuitively, network operator’s cost monotonically increases
in the network usage amount (which includes the network
usage in this system and the background usage from other

7For example, due to the high requirements on network quality, users in
an IoV system can be very sensitive to the network congestion, especially
when the congestion is serious. We will study the congestion-tolerant users
in Section V.

8We consider that the server’s network cost for broadcasting the model at
the beginning of the training round is a constant. Mathematically, it will not
affect the optimization and analysis in this paper, so we do not model it here.

9Note that optimizing the single-round accuracy will also guarantee the
performance of the entire training process, as it is equivalent to mini-
mizing the expected accuracy loss given any total training round D, i.e.,
1/

√
D

∑
j∈J Ijdj + 1/D. Mathematically, the constant D here will not

affect the optimization. Moreover, we will use experimental accuracy loss in
the simulations in Section VI to validate our analytical results.

10As we shall see in Section III, without loss of generality, we will design
the contract to ensure that each user will choose the contract item designed
for his type (i.e., incentive compatibility).
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systems). However, due to the network operator’ limited
network resource, when there is already a huge amount of
network usage, further increasing the usage will lead to even
more significant costs. The γ indicates network operator’s
weight on the network cost. A larger γ means that the server
is more concerned about minimizing the network cost and less
concerned about maximizing the revenue.

D. Game and Interaction Structure

We focus on two widely-considered practical interaction
structures: vertical and horizontal structures [21], [22]. Dif-
ferent structures correspond to different game formulations.

1) Three-Stage Game (Vertical Structure): As shown in
Fig. 1, we model the interaction among the participants as
a three-stage Stackelberg game under the vertical structure.
The network operator sets the network prices in different time
slots in Stage I. After observing the network prices, the server
announces the contract for users in Stage II. Given the network
operator’s prices and the server’s contract, each user decides
whether to participate and (if yes) chooses the contract item
and the time slot for uploading training results in Stage III.

2) Two-Stage Game (Horizontal Structure): As shown in
Fig. 2, we model their interaction as a two-stage Stackelberg
game. In Stage I, the network operator sets the prices in
different time slots, and meanwhile the server announces the
contract for users. In Stage II, users then make their decisions,
which also leads to a non-cooperative game.

Next, we will use backward induction to analyze these two
interaction structures in the next two sections.

III. INCENTIVE MECHANISM AND NETWORK PRICING
DESIGN IN THREE-STAGE GAME (VERTICAL STRUCTURE)

In this section, we study the optimal incentive mechanism
design and network resource pricing under the vertical in-
teraction structure. Specifically, we first study users’ optimal
strategies in Section III-A, then calculate the server’s optimal
contract in Section III-B, and finally derive the network
operator’s optimal pricing in Section III-C.

A. Users’ Optimal Strategies in Stage III

We first formally define users’ non-cooperative game in
Stage III and the corresponding equilibrium as follows.



Game 1 (Stage III: Users’ Game under the Vertical
Structure). The game among users in Stage III is
• Players: I users in set I.
• Strategy space: each user i ∈ I decides whether to

participate, which contract item ϕi ∈ ϕ to choose,
and which time slot ti ∈ T to upload his model
parameters.

• Payoff function: each user i∈I maximizes his payoff
W i

U (ϕi, ti;ϕ−i, t−i) =

ri−θidi−p(ti)−β

(∑
k∈I

1tk=ti+h(ti)

)2

,
(6)

where ϕ−i ≜ {ϕi′}i′∈I\{i} and t−i ≜ {ti′}i′∈I\{i}.

Definition 1 (Equilibrium of Game 1). The equilib-
rium of Game 1 is a choice profile {(ϕ∗

i , t
∗
i )}i∈I , such

that each user achieves his maximum payoff assuming
other users are following the equilibrium strategies,
i.e., ∀ϕi∈ ϕ, ∀ti∈ T ,

W i
U (ϕ

∗
i , t

∗
i ;ϕ

∗
−i, t

∗
−i) ≥ W i

U (ϕi, ti;ϕ
∗
−i, t

∗
−i). (7)

By solving Game 1, we have the following lemma:

Lemma 1. At the equilibrium of Game 1, all chosen time slots
{t∗i }i∈I have identical lowest user network cost:

c(p) ≜ mint∈T

(
p(t) + β

(∑
k∈I

1t∗k=t + h(t)
)2)

, (8)

and all unselected time slots have network costs larger than
c(p). Each user i will choose the contract item ϕ∗

i that
maximizes his payoff and gives him a non-negative payoff.

As shown in Lemma 1, users will choose the time slots
with the lowest network cost (i.e., sum of network price
and congestion cost) at the equilibrium. Each user can have
multiple optimal choices in time slots, each corresponding to
a different equilibrium but the same lowest network cost. We
denote the lowest network cost as c(p), which depends on
the network pricing in Stage I. Moreover, users’ contract item
choices depend on the server’s contract design in Stage II.

B. Server’s Optimal Contract in Stage II
Given the network operator’s prices in Stage I, the server

needs to design the contract ϕ in Stage II, considering the
optimal strategies of users in Stage III. In this case, the server’s
optimization problem under the vertical structure is as follows.

Problem 1 (Server’s Contract Design in Stage II).

min
1√∑

j∈J Ijdj
+ ξ

∑
j∈J

Ijrj

s.t. W i
U (ϕi(ϕ), ti(ϕ)) ≥ 0,∀i ∈ I (IR)

W i
U (ϕi(ϕ), ti(ϕ))≥W i

U (ϕk(ϕ), ti(ϕ)),∀i, k∈I (IC)

0 ≤ dj ≤ dmax,∀j ∈ J
var. ϕ = {(dj , rj)}j∈J

The server needs to design the contract under the Individual
Rationality (IR) and Incentive Compatibility (IC) constraints.
Specifically, individual rationality means that a user will
participate if and only if he can obtain a positive payoff, and
incentive compatibility means that a user maximizes his payoff
by choosing the contract item intended for him.

Solving Problem 1 involves two challenges. First, users’
contract item choices ϕi (related to their marginal training
costs θi) and upload time choices ti will both affect users’
payoffs and thus the server’s optimal strategies, leading to
a challenging multi-dimensional contract design. However,
based on Lemma 1, we can simplify the analysis into a one-
dimensional contract design only about θi, as all participating
users’ different time slot choices lead to the same network
cost c(p) (i.e., same impact on their payoffs). Second, as
the total number of IR and IC constraints is large (i.e., I2),
it is challenging to obtain the optimal contract directly. To
overcome such a complexity issue, we first transform the
constraints into a smaller number of equivalent ones. Then,
we derive the server’s optimal reward r∗j (d) for any given
data size d in the contract (Lemma 2). Finally, we calculate
the optimal contract ϕ∗ (Theorem 1).

We denote the set of user types incentivized by the sever
as J ′ ≜ {1J ′ , 2J ′ , ..., J ′

J ′} (to be derived in Stage II), in
which we reindex the types according to the ascending order
of marginal cost θ.11 The following Lemma 2 characterizes
the optimal rewards for any feasible data size:

Lemma 2. For any given data size d = {dj}j∈J (even if it
is not optimal), the optimal rewards satisfy:
• for any user type j ∈ J ′,

r∗j (d,p)={
θjdj+c(p), if j=J ′

J ′ ,

θjdj+
∑J′

J ′

k=(j+1)J′
(θk−θk−1)dk+c(p), if j=1′J ′, ..., (J ′−1)J ′,

• for any user type j /∈ J ′, r∗j = 0.

Based on Lemma 2, the following theorem characterizes the
server’s optimal contract given any network price:

Theorem 1. Given the network operator’s price p, there exists
a unique threshold type x∗(p),

x∗(p) = argmin
x∈J

WS(x,p), (9)

where WS(x,p) is given in (10) on the next page, such that
the server’s optimal incentivized type set is J ′∗ ≜ {1, 2,
..., x∗(p)} and the optimal contract item for type-j users is

ϕ∗
j (p) = (d∗j (p), r

∗
j (p)) =

(
dmax,θx∗(p)−1d

max+(θx∗(p)−θx∗(p)−1)d
∗
x∗(p)+c(p)

)
,∀j <x∗(p),(

d∗x∗(p), θx∗(p)d
∗
x∗(p) + c(p)

)
, j = x∗(p),

0, ∀j >x∗(p),

where d∗x∗(p) is

11For example, if types 1, 3, and 5 are in this set, then we reindex them
by 1J ′ ≜ 1, 2J ′ ≜ 3, and 3J ′ ≜ 5.



WS(x,p)=



1√∑x
j=1 Ijdmax + ξ

(∑x
j=1 Ijθxd

max +
∑x

j=1 Ijc(p)
)
, if d∗j = dmax, ∀j < x and dmax < dth1,(

2ξ
Ix

) 1
3
[(∑x

j=1Ij
)
θx−

(∑x−1
j=1 Ij

)
θx−1

] 1
3
+ξ

(
1

I
1
3
x (2ξ)

2
3

−(
∑x

j=1 Ij)(
∑x−1

j=1 Ij)(θx−θx−1)d
max

Ix
+
∑x

j=1 Ijc(p)

)
,

if d∗j = dmax,∀j < x and dth1 ≤ dmax < dth2,

∞, if ∃j < x, d∗j < dmax or dmax ≥ dth2.

(10)


1

I
1
3
x∗(p)

(2ξ)
2
3

[(∑x∗(p)
j=1 Ij

)
θx∗(p)−

(∑x∗(p)−1
j=1 Ij

)
θx∗(p)−1

] 2
3

−
(∑x∗(p)−1

j=1 Ij
)
dmax

Ix∗(p)
, if dmax ≥ dopt,

dmax, if dmax < dopt.

(11)

Due to space limit, we do not show the complex expressions
of thresholds dth1, dth2, and dopt in (10) and (11) here.

Theorem 1 shows that it is optimal for the server to incen-
tivize the users with relatively small marginal costs. The server
sets positive contract items for the incentivized user types and
zero for the not incentivized ones. Under such a contract,
the threshold type users (i.e., type-x∗(p) users) only obtain
a zero payoff, as the server’s optimal rewards just cover their
training costs and network costs. Users with marginal costs
smaller than type-x∗(p) users will obtain positive payoffs.
The specific values of rewards and data sizes depend on the
network operator’s pricing p in Stage I.
C. Network Operator’s Optimal Pricing in Stage I

Considering the server’s optimal contract in Stage II and
users’ optimal strategies in Stage III, the network operator
needs to design prices p≜{p(t)}t∈T to maximize its profit:

Problem 2 (Network Operator’s Pricing in Stage I).

max
∑
i∈I

p(t∗i (p))− γ
∑
t∈T

(∑
i∈I

1t∗i (p)=t + h(t)

)2

s.t. 0 ≤ p(t) ≤ p0, t ∈ T
var. {p(t)}t∈T

It is challenging to solve Problem 2 for several reasons.
First, pricing not only directly affects the network operator’s
revenue but also indirectly determines the network cost by
influencing users’ decisions. Second, the network operator
needs to consider all users’ optimal time choices, the complex
form of which makes the optimization problem non-convex.

We tackle the above challenges by decomposing the analysis
of Problem 2 into two steps. First, we compute the network
operator’s optimal network demand distribution (i.e., the num-
ber of users in each time slot) under a given set of participat-
ing users (Lemma 3), by leveraging proper transformations
of variables and functions. Given this demand distribution,
we then compute the network operator’s optimal prices in
Theorem 2, by decomposing the multi-variable optimization
into sequential single-variable optimizations.

For the convenience of presentation, we first introduce
several notations. We denote the set of users selected by the
network operator (i.e., those can afford the network prices of
the chosen time slots and participate in the federated learning)

by XO (to be derived in Theorem 2). We denote nt as the
number of users in this federated learning system who upload
results at time slot t. We define the set of time slots that will
be chosen by at least one user as Q, and the set of time slots
that will not be chosen by any user as Q̄, i.e., Q∪Q̄ = T . In
other words, for each time slot t ∈ Q, we have nt > 0; and
for each time slot t ∈ Q̄, we have nt = 0.

Lemma 3. Given a set of selected users XO, the network
operator’s optimal time slot sets Q∗(XO) and Q̄∗(XO) are

Q∗(XO) = {t : h(t)(βh(t) + 2γ)≤ h(t̃)(βh(t̃) + 2γ)},
Q̄∗(XO) = {t : h(t)(βh(t) + 2γ)>h(t̃)(βh(t̃) + 2γ)},

(12)

where the threshold time slot t̃ is the unique value that makes
Q∗(XO) and Q̄∗(XO) satisfy

max
t∈Q∗(XO)

h(t)(βh(t)+2γ)≤−λ≤ min
t∈Q̄∗(XO)

h(t)(βh(t)+2γ), (13a)∑
t∈Q∗(XO)

√
(βh(t)−γ)2−3βλ=3β|XO|+

∑
t∈Q∗(XO)

(2βh(t)+γ). (13b)

The network operator’s optimal demand distribution is

n∗
t (XO) =
√
(βh(t)−γ)2−3βλ− (2βh(t)+γ)

3β
,∀t∈Q∗(XO), (14a)

0, ∀t∈ Q̄∗(XO). (14b)

Lemma 3 indicates that the network operator wants users to
choose the time slots with small values of h(t)(βh(t) + 2γ),
which can be manipulated by the network operator though
proper prices (to be shown in Theorem 2). The criterion
h(t)(βh(t)+2γ) indicates that the network operator considers
the network costs of both itself (indicated by term 2γh(t)) and
users (indicated by term βh(t)2).

Moreover, Lemma 3 shows that the time slots with less
background network demands encourage the federated learn-
ing users’ selection but still have less total network demands
(n∗

t + h(t)). This is because the network operator needs to
consider users’ total congestion cost in each selected time slot,
which cubically increases in the number of users who choose
that slot. We will illustrate this by simulations in Section VI.

Based on the optimal demand distribution in Lemma 3, we
present the network operator’s optimal pricing in Theorem 2.
Theorem 2. The network operator’s optimal selected user set
X ∗

O contains users of types {1, 2, ..., x∗
O} with

x∗
O = arg max

xO∈J

(
|XO|C̃∗(xO)−

β
∑
i∈XO

(
n∗
ti(XO) + h(ti)

)2 − γ
∑
t∈T

(n∗
t (XO) + h(t))

2
)
,

(15)

where



C̃∗(xO)=max
{
c:c<p0+ min

t∈Q̄∗(XO)
βh(t)2,WS(xO,p)≤min

j∈J
WS(j,p),

max
t∈Q∗(XO)

(
β (n∗

t(XO)+h(t))
2
)
≤c≤p0+ min

t∈Q∗(XO)

(
β(n∗

t(XO)+h(t))
2
)}
.

The network operator’s optimal prices in Stage I are

p(t)∗=

{
C̃∗(x∗

O)− β (n∗
t (X ∗

O) + h(t))2 , t∈Q∗(X ∗
O),

any value∈
(
maxt∈Q̄∗(X∗

O
){C̃(x∗

O)−βh(t)2}, p0
]
, t∈Q̄∗(X ∗

O).

Theorem 2 indicates that the network operator needs to
consider a trade-off among the prices, the number of partic-
ipating users, and its network resource cost. If the network
operator sets larger prices, the number of participating users
will decrease but the network resource cost will also decrease.
The optimal prices in Theorem 2 maximize the network
operator’s profit under such a trade-off.

Next, we focus on the analysis of the two-stage game under
the horizontal structure.

IV. INCENTIVE MECHANISM AND NETWORK PRICING
DESIGN IN TWO-STAGE GAME (HORIZONTAL STRUCTURE)

For the horizontal structure, the analysis for users in Stage
II is the same as that of Stage III under the vertical structure in
Section III-A. Next, we present the analysis of the equilibrium
strategies of the server and the network operator in Stage I.

We first define the server and the network operator’s non-
cooperative game and its equilibrium as follows:

Game 2 (Stage I: Game of Server and Network Op-
erator under Horizontal Structure). The game between
the server and the network operator in Stage I is
• Players: server and network operator.
• Strategy space: the sever designs the contract items
ϕ = {(dj , rj)}j∈J , where dj ∈ [0, dmax] and rj ∈
[0,+∞), for each j ∈ J . The network operator sets
its prices p = {p(t)}t∈T at each time slot t, where
p(t) ∈ [0, p0], for each t ∈ T .

• Payoff function: the server minimizes its cost

WS(ϕ;p) =
1√∑

j∈J Ijdj
+ ξ

∑
j∈J

Ijrj , (16)

and the network operator maximizes its profit

WO(p;ϕ)=
∑
i∈I

p(t∗i (p))−γ
∑
t∈T

(∑
i∈I

1t∗i (p)=t+h(t)

)2

.

Definition 2 (Equilibrium of Game 2). The equi-
librium of Game 2 is a profile (ϕ∗,p∗), such that
the server and the network operator achieve their
minimum cost or maximum profit assuming each other
is following the equilibrium strategy:

WS(ϕ
∗;p∗)≤WS(ϕ;p

∗),∀dj∈[0,dmax],rj∈[0,+∞),j∈J,
WO(p

∗;ϕ∗)≥WO(p;ϕ
∗),∀p(t)∈ [0, p0], t∈T . (17)

According to the definitions, we will first analyze the best
responses of the server and network operator in Section IV-A,
and then find out the fixed point of the best responses (which
is the equilibrium) in Section IV-B.

A. Best Responses of Sever and Network Operator in Game 2
First, the server’s optimal contract ϕ∗(p) given the network

operator’s prices p (i.e., best response of the server) is the same
as the analysis in Section III-B.

Next, we present the network operator’s optimal pricing
p∗(ϕ) given any server’s contract ϕ (i.e., best response of the
network operator) in Lemma 4. The main analysis difference
from that under the vertical structure in Section III-C is that,
the network operator does not know the server’s optimal
strategies under the horizontal structure here.
Lemma 4. Given the server’s contract ϕ, the network oper-
ator’s optimal selected user set X ∗

O(ϕ) is
X ∗

O(ϕ) = arg max
XO⊆I

(
|XO|C̃∗(XO,ϕ)−

β
∑
i∈XO

(
n∗
ti(XO) + h(ti)

)2−γ
∑
t∈T

(n∗
t (XO) + h(t))

2
)
,

(18)

where users’ maximum acceptable network cost C̃∗(X ,ϕ) is

C̃∗(XO,ϕ)=max

{
C̃ : max

t∈Q∗(XO)

(
β (n∗

t(XO)+h(t))
2)≤ C̃≤

p0+ min
t∈Q∗(XO)

(
β (n∗

t(XO)+h(t))
2)
,C̃ <p0+ min

t∈Q̄∗(XO)
βh(t)2,

max{ri − θidi}i/∈XO
< C̃ ≤ min{ri − θidi}i∈XO

}
.

(19)

The network operator’s optimal prices are
p(t)∗(ϕ) ={
C̃∗(X ∗

O,ϕ)− β (n∗
t (X ∗

O) + h(t))2 , t∈Q∗(X ∗
O),

any value∈
(
maxt∈Q̄∗{C̃∗(X ∗

O,ϕ)−βh(t)2}, p0
]
, t∈Q̄∗(X ∗

O).

Next, we combine the best responses of the server and the
network operator to obtain the equilibrium under the horizontal
structure.

B. Equilibrium in Stage I and Structure Comparison
For the convenience of presentation, we first introduce the

following definition:

H ≜ max
{
c(p) : WS(x

∗,p) ≤ min
j∈J

WS(j,p)
}
−

max
{
p0+ min

t∈Q̄∗(X∗)
βh(t)2, p0+ min

t∈Q∗(X∗)
β (n∗

t (X ∗)+h(t))
2
}
,

(20)

where x∗ equals x∗
O in (15) if C̃∗(xO) in (15) equals

max
{
c:c<p0+ min

t∈Q̄∗(XO)
βh(t)2, max

t∈Q∗(XO)

(
β (n∗

t(XO)+h(t))
2
)

≤c≤p0+ min
t∈Q∗(XO)

(
β(n∗

t(XO)+h(t))
2
)}
,

(21)

and X ∗ contains users of types {1, 2, ..., x∗}.
Given the definition of H , we present the equilibrium exis-

tence and equilibrium strategies under the horizontal structure
in Theorem 3:

Theorem 3. If H ≥ 0, the equilibrium exists under the
horizontal structure and is the same as that under the vertical
structure. If H < 0, the equilibrium does not exist under the
horizontal structure .

The condition H ≥ 0 in Theorem 3 means that under the
horizontal structure, both the network operator and the server
obtain the maximum profit (or minimum cost) by incentivizing
the same group of users. The equilibrium does not exist if the
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Fig. 3. Illustration example of water-filling network usage distribution.

network operator and the server are interested in incentivizing
different groups of users (i.e., H < 0).

Moreover, Theorem 3 shows that the equilibrium under the
horizontal structure (if it exists) is the same as the vertical one.
Two aspects contribute to such a phenomenon. First, under the
vertical structure, it is the users who choose the time slots and
pay the network operator, which is the same as the interaction
under the horizontal structure. Second, the equilibrium under
horizontal structure only exists when the network operator and
the sever coincidentally incentivize the same group of users,
same as the decision alignment under the vertical structure.

To conclude, Theorem 3 shows that the vertical structure is
better than the horizontal one, as the vertical structure always
ensures the existence of an equilibrium which is no worse than
that of the horizontal structure (if it exists).

The analysis so far focused on federated learning appli-
cations with congestion-sensitive users. Next, we study the
special scenario with congestion-tolerant users.

V. CONGESTION-TOLERANT USERS

In this section, we study the special case where users are
tolerant of congestion, i.e., users do not have congestion costs
(β = 0). This is motivated by some practical scenarios where
users do not have high requirements on network qualities12.

The analysis of the two structures in Sections III and IV
is still applicable to this special case. Meanwhile, we will be
able to reveal some additional new insights, as presented in
Propositions 1 and 2.

Proposition 1. When β = 0, at the equilibrium, each user i
chooses a time slot with the lowest price, i.e.,

t∗i = argmint∈T p(t), ∀i ∈ I. (22)

As users are network congestion tolerant, they only care
about the network price when selecting the time slots. How-
ever, if too many users choose the same time slot, the network
operator’s resource cost at this time slot will be very large,
which may increase the network price for this slot. There-
fore, users’ network usage at the equilibrium depends on the
network operator’s pricing.

Proposition 2. When β = 0, it is optimal for the network
operator to have a water-filling network usage distribution and
the same price for users’ chosen time slots. The total network
usage of the chosen time slots (i.e., water level) v satisfies

12For example, compared with the users in automatic driving, mobile phone
users participating in the next-word-prediction learning task usually care less
about time delay. Mobile users themselves may even intentionally delay the
parameter uploading due to considerations such as battery conditions [3].

∑
t∈T

[v − h(t)]+ =
∑
t∈T

(∑
i∈I

1t∗i =t

)
, (23)

where

[v − h(t)]+ ≜

{
v − h(t), if v ≥ h(t),

0, if v < h(t).
(24)

The water-filling network usage distribution is illustrated by
the example in Fig. 3, where participating users will choose the
time slots with small background network usage such that the
total network usage in all chosen time slots will be the same
(i.e., v). When users are not concerned about their congestion
costs, the network operator only needs to consider its own
network cost in different time slots when designing the prices.

Next, we use real-world datasets to validate the performance
of our proposed mechanisms.

VI. SIMULATION

In this section, we perform numerical experiments to val-
idate our analytical results and evaluate the performance of
the proposed mechanisms. We first introduce the experiment
setting in Section VI-A, then show the experiment results of
the optimal contract and pricing in Section VI-B, and finally
compare the performance of our mechanism with two state-
of-the-art benchmarks in Section VI-C.

A. Experiment Setting
We use the hourly mobile phone data usage obtained

from a real-world dataset as the background network usage
distribution (as shown in Fig. 4). The dataset covers all base
stations of the Elisa Oyj network operator in the Uusimaa
region in Southern Finland, from late October 2017 till early
January 2018 [42].

Regarding the system parameters, we consider the time
frame of one day that consists of 24 time slots, i.e., T = 24.
There are five types of users with marginal costs θ1 = 2,
θ2 = 4, θ3 = 6, θ4 = 8, and θ5 = 10. Each type has
Ij = 1000 users, and the maximum data size that each
user can contribute in one round is dmax = 10 MB. The
maximum network price that the network operator can set is
p0 = 2000 cents. The normalized total background network
usage is

∑
t∈T h(t) = 105 users in other systems. We choose

the congestion sensitive coefficients of users and the network
operator as β = γ = 10−4, and set the server’s cost coefficient
as ξ = 5 × 10−10 to balance different parameters’ units and
orders of magnitude.

To obtain the experimental model accuracy loss, we consider
that users with non-IID data train a federated learning model
on the CIFAR-10 dataset. Specifically, each user is randomly
assigned 2 labels and each label has 50 data points. We
assume that users’ data distribution is independent of their
marginal cost distribution. Our convolutional neural network
(CNN) model consists of six 3×3 convolution layers (with 64,
64, 128, 128, 256, 256 channels, respectively, and every two
followed with 2 × 2 max pooling), a Drop-out layer (0.5), a
fully-connected layer with 10 units and ReLU activation, and
a final softmax output layer.
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B. Experiment Results: Optimal Pricing and Contract
As the horizontal structure has no equilibrium or the same

equilibrium with the vertical structure, next we only present
the numerical results under the vertical structure13.

1) Network Operator’s Optimal Demand Distribution:
Fig. 5 shows that when users are congestion-sensitive, the
optimal network demand distribution is not a water-filling
solution, i.e., the total network usages (green plus gray in
Fig. 5) in users’ chosen time slots are not the same. Users
will choose the time slots with small background network
usages h(t) (i.e., 0:00-6:00). Interestingly, among these chosen
time slots, the slots with smaller background usages (gray)
still have smaller total network usages (green plus gray).
This is consistent with the results in Lemma 3, because the
network operator does not want too many users choose the
same time slot, as the total congestion cost of users in a time
slot cubically increases in the number of users who choose
this time slot.

2) Network Operator’s Optimal Prices: As shown in Fig. 5,
the optimal prices for time slots chosen by at least one user
are different, i.e., there is a larger price for a smaller total
network usage. As shown in Fig. 6, under the optimal prices,
users at different chosen time slots (i.e., 0:00-6:00) have the
same minimum network cost (the sum of the price and the
congestion cost), which is consistent with Lemma 1.

3) Server’s Optimal Contract: As shown in Fig. 7, the
server sets positive contract items for type-1, type-2, and type-
3 users and zero contract item for other users, which validate
Theorem 1. The threshold type users (i.e., type-3 users) only
obtain a zero payoff, as the server’s designed optimal rewards
just cover their training costs and network costs. Type-1 and

13We can validate that under the same experiment setting in Section VI-A,
the equilibrium under the horizontal structure does not exist. If we change
the experiment setting, the equilibrium under the horizontal structure can exist
and will be the same as that under the vertical structure. Due to space limit,
we will not show the detailed simulation results under the horizontal structure.

type-2 users (with marginal costs smaller than type-3 users)
will obtain positive payoffs.
C. Performance Comparison with Benchmarks

To evaluate the performance, we list two benchmarks and
our proposed mechanism as follows.
• No Joint Optimization (NJO) [30]: the server designs the

incentive mechanism without considering the network oper-
ator’s strategies.

• No Dynamic Pricing (NDP): the server designs the incentive
mechanism by assuming that the network operator sets a
same price in all time slots14.

• Our proposed pricing mechanism (IJD): the server designs
the Incentive mechanism with the Joint consideration of
network operator’s optimal Dynamic pricing.
As shown in Fig. 8 and Fig. 9, our proposed mechanism

outperforms the NJO and NDP benchmarks in terms of the
server’s cost, the network operator’s profit, and users’ total
payoff. Compared with the NJO benchmark, the server’s cost
reduction and network operator’s profit growth of our IJD
mechanism reach 24.87% and 1245.25%, respectively.

VII. CONCLUSION
To the best of our knowledge, this is the first study on the

important issue of joint participation incentive and network
pricing design in federated learning. We compared two typical
interaction structures of the server, network operator, and
users in the system. We showed that the vertical interaction
structure is better than the horizontal one for all participants.
Moreover, we demonstrated that when users are congestion-
sensitive, time slots with less background network demands
encourage the federated learning users’ selection but still have
less total network demands. The simulations showed that
our proposed mechanisms decrease the server’s cost by up
to 24.87% and increase network operator’s profit by up to
1245.25%, compared with the state-of-the-art benchmarks.

14Due to space limit, we will not present the closed-form optimal incentives
and prices in the benchmark cases.
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