D. Pliatsios, T. Lagkas, V. Argyriou, A. Sarigiannidis, D. Margounakis, T. Saoulidis, and P. Sarigiannidis, "A Hybrid RF-FSO Offloading Scheme for Autonomous Industrial Internet of Things,"

IEEE INFOCOM 2022 - |EEE Conference on Computer Communications Workshops (INFOCOM WKSHPS), Jun. 2022, pp. 1-6, doi: 10.1109/INFOCOMWK SHPS54753.2022.9798011.

Thisis the authors preprint version and not the final published version. The published version is available by |EEE at the following link: https://ieeexplore.ieee.org/document/9798011

A Hybrid RF-FSO Offloading Scheme for
Autonomous Industrial Internet of Things=

Dimitrios Pliatsios*, Thomas Lagkas’, Vasileios Argyriout, Antonios Sarigiannidis?,
Dimitrios Margounakis®, Theocharis Saoulidis®, and Panagiotis Sarigiannidis*
*Department of Electrical and Computer Engineering, University of Western Macedonia, 50100 Kozani, Greece
f Department of Computer Science, International Hellenic University, Kavala Campus, Greece
i Department of Networks and Digital Media, Kingston University, Kingston upon Thames, United Kingdom
§ Sidroco Holdings Ltd., 1077 Nicosia, Cyprus
dpliatsios @uowm.gr, tlagkas@ieee.org, vasileios.argyriou@kingston.ac.uk, asarigia@sidroco.com,
dmargoun @sidroco.com, hsaoulidis @sidroco.com, psarigiannidis @uowm.gr

Abstract—The ever increasing demand for bandwidth trig-
gered by data-intensive applications is imposing a considerable
burden on the radio-frequency (RF) spectrum. A promising
solution to address the spectrum congestion problem is the
adoption of free-space optical (FSO) communications. In this
work, we consider a hybrid RF-FSO system that enables the
task offloading process from Industrial Internet-of-Things devices
to a multi-access edge computing (MEC)-enabled base station
(BS). We propose a solution that minimizes the total energy
consumption of the system by deciding whether the RF or FSO
link will be used for the task offloading and optimally allocating
the device transmission power while taking into account the task
requirements in terms of delay. The proposed solution is based
on a decomposition-driven algorithm that employs integer linear
programming (ILP) and Lagrange dual decomposition. Finally,
we carry out system-level Monte Carlo simulations to evaluate
the performance of the solution. The simulation results show that
the proposed solution can minimize the total energy consumption
within a few iterations, while also considering the respective
latency requirements.

Index Terms—Computation Offloading, Energy Efficiency,
Free-space Optical Communications, Industrial Internet of
Things, Multi-access Edge Computing

I. INTRODUCTION

Autonomous and intelligent internet-of-things (IoT) devices
are becoming widely used in various domains such as health-
care, transportation, and industry. As a result, the emerging
internet-of-everything (IoE) is expected to result in consider-
able increases in both the traffic volume and the number of
connected devices [1]. Although the fifth-generation (5G) mo-
bile networks offer significant improvements over the previous
generations, they may not be able to satisfy the requirements
of future emerging autonomous and intelligent systems [2].
To realize the IoE paradigm, future beyond-5G (B5G) and
sixth-generation (6G) mobile networks have to address the
limitations of current networks by integrating a wide range
of novel technologies such as artificial intelligence, quantum
communications, intelligent reflecting surfaces, terahertz and
free-space optical communications (FSO) [3], [4].

Particularly, the adoption of FSO communications is a
promising technology to address the congestion of the radio-
frequency (RF) spectrum. FSO communications is a line-

of-sight (LOS) technology that transmits data between two
transceivers over small (e.g., indoor, building-to-building) or
large (e.g., satellites) distances using visible or infrared light
[5]. Moreover, the directional characteristic of the light beam
employed in FSO enables spatial reuse and impedes eaves-
dropping, resulting in increased data privacy and security.
Also, the use of light provides immunity to electromagnetic in-
terference offering redundant communication links in disaster-
recovery scenarios [6].

Motivated by the advantages offered by FSO communi-
cations, research efforts are being focused on integrating
FSO communications in various applications. In particular,
the authors in [7] developed a strategy to minimize the
backhauling cost by choosing either a hybrid RF-FSO or
optical communication system. Khan er al. [8] proposed a
hybrid RF-FSO communication system and designed a power
and modulation adaptive scheme for maximizing the power
gain. Moreover, in [9], the authors developed a throughput
maximization approach for a channel adaptive hybrid RF-FSO
communication system. The authors in [10] designed a low-
complexity suboptimal method to find the optimal trajectory
of an unmanned aerial vehicle (UAV) that support wireless
backhauling using FSO communications.

In addition, the authors in [11] designed a method for
the joint optimization of fronthaul compression and RF time
allocation in an uplink cloud-radio access network that consists
of a hybrid RF-FSO fronthauling technology. A network ar-
chitecture consisting of high altitude platforms equipped with
FSO transceivers is presented in [12]. Also, the authors derived
closed-form statistical channel models to simplify the optimal
design of such systems. Bashir and Alouini [13] developed an
approach to minimize the outage probability by optimizing the
power allocation considering the noise power and pointing er-
rors. In [14], the authors focused on maximizing the long-term
capacity of a FSO system by developing a power optimization
approach based on reinforcement learning.

In this work, we consider an industrial internet-of-things en-
vironment, where a number of autonomous and intelligent IIoT
devices (e.g., robotics) are able to offload the Al processing to
a MEC-enabled BS through a hybrid RF-FSO communication
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system. We propose a solution that aims to minimize the
total energy consumption of the system through the optimal
selection between the RF or FSO link and the allocation
of the transmission power, taking into account the latency
requirements. In more detail, the technical contributions of
this work are as follows:

o We present a hybrid RF-FSO system model that enables
the offloading of IIoT tasks to a MEC-enabled BS.

o« We formulate the minimization of the system energy
consumption as a joint optimization of the RF-FSO link
selection decision and the allocation of RF and FSO
power. Moreover, we discuss the convexity of the original
optimization problem.

« As the joint optimization problem is challenging to solve,
we decouple the initial problem into two subproblems and
solve each subproblem in an iterative way.

« In particular, the RF-FSO link decision subproblem is for-
mulated as an integer linear programming (ILP) problem
which is solved using the CVX toolbox with the Mosek
solver. On the other hand, the Lagrange and subgradient
methods are utilized for finding the optimal transmission
power for the RF and FSO links, respectively.

o Finally, we evaluate the performance of the proposed
approach through system-level Monte Carlo simulations
in terms of total energy consumption.

The remainder of the paper is structured as follows: In
Section II we discuss the model and the problem formulation,
while, in Section III, we present the proposed solution. We
provide the evaluation results in Section IV and we conclude
the work in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Fig. 1 depicts the architecture of the considered system
model. A number of IloT devices are served by a BS with
MEC capabilities. Each device is equipped with both RF and
FSO transceivers, while the BS is equipped with RF and K
FSO transceivers. Additionally, the BS have beam-tracking
capabilities in order to minimize directional errors.

Fig. 1. Task Uploading in the Hybrid RF-FSO Offloading Scenario

Let N denote the number of IIoT devices that are served by
the BS. We assume that each device has a single Al task to be
processed by the MEC-enabled BS, thus, the terms device and
task can be used interchangeably. The i-th Al task is described
by the tuple (L;, T;**), where L; denotes the data size in bits

to be processed and 7;"** denotes the maximum tolerable
latency for the task upload.

A. RF Communication Model

The RF link capacity between a device and the BS is
calculated by

12
pZ ‘0'22 | ) (1)

where w:f is the available RF bandwidth, pzf is the RF
transmission power, \h:f |2 denotes the channel gain consisting

of distance-based pathloss and Rayleigh fading and o2 is the
spectral power of the additive Gaussian white noise (AWGN).

Rff = wirf log, (1 +

B. FSO Communication Model

FSO links are highly directional, while the atmospheric
effects have a considerable impact on the link quality [15].The
FSO communication model adopted in this work considers the
effects of both turbulence-induced fading and distance-based
pathloss [16]. Therefore, the FSO link capacity between a
device and the BS is calculated by

fsoy1 fso|2
Rl = w!*log, (1 + pl'g#;') (2)
where w{ *? is the FSO bandwidth, p;°’ is the FSO trans-
mission power, and |h{*°|2 is the FSO channel gain that is
obtained by
h* = hih] 3)

where hif denotes the impact of atmospheric turbulence and
can be modeled as a log-normal distribution. Moreover, hﬁ de-
notes the distance-based pathloss and is calculated as follows:
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In (4), Arx and Agx are the aperture areas of the transmitter
and receiver, respectively, while « is a coefficient that depends
on the environment and wavelength. Additionally, d; is the
distance between the device and the BS, while )\ is the
wavelength used for the transmission.

“4)

C. Problem Formulation

With respect to the RF link, the time required for transmit-
ting the ¢-th task is calculated as

rf L;

Tl = (8)
and the corresponding energy consumption is calculated by
B =plT! ©

On the other hand, with respect to the FSO link, the time
required for transmitting the ¢-th task is calculated as

Tfso — Lz
1 Rfso

(10)
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and the corresponding energy consumption is calculated by ITI. PROPOSED SOLUTION
pfso — pfsonso (11) To solve the optimization problem, we develop a

We introduce variable xz; that denotes whether the RF (i.e.,
z; = 1) or the FSO (i.e., z; = 0) link will be used for
the upload of the i-th task. Therefore, the time required for
transmitting the ¢-th is obtained by

Ti(wipi? pl) =TT + (1= 2T/ (12)
while the total consumed energy is obtained by
Ei(zi,pT,pl*%) = 2, BV + (1 — ) BT (13)

We aim to minimize the total power consumption of the
system by optimizing the link decision. Consequently, the
optimization problem is expressed as follows:

N
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poin, 2B+ () E (142)
subject to:
Con: T + (1 — 2T/ <T™* i (14b)
Coo: Zp;f + (1 —@)pl*® < pinee, Vi (14c)
Cos Z:v <K (14d)

=1
Coq:x; ={0,1},Vi (14e)

In PO, x denotes the vector of the link decision x;, while p
denotes the vector of the transmission power p;. Cp 1 enforces
that the transmission time does not exceed the maximum
tolerable latency, while Cyo is employed to limit the total
transmission power (i.e., p;***). Additionally, Cy 3 limits the
number of FSO links to the number of available optical
receivers at the BS side. Finally, Cy 4 forces binary values
to x;. PO is a non-convex non-linear problem due to the
logarithms included in the throughput and Cy 4 that makes the
feasible set non-convex.

decomposition-driven algorithm [17], in which the link de-
cision subproblem and power allocation subproblem are itera-
tively optimized. Particularly, the link decision subproblem is
solved as an ILP problem, while the power allocation subprob-
lem is solved by leveraging the Lagrange dual decomposition
and subgradient methods [18].

A. Link Decision Subproblem

Assuming fixed power allocation, PO is reformulated as
follows:

N
P1 :min Z@-E;'f + (1 —az)El*°

(152)
i=1
subject to:
N
L Zx <K (15b)
i=1
Cl,g X = {0, 1},Vi (150)

P1 is an ILP problem that can be solved using various meth-
ods, such as the branch-and-bound or interior-point methods,
included in the CVX toolbox!.

B. Power Allocation Subproblem

Assuming a fixed link decision vector, PO is reformulated
as follows:

pTIfn’ljlfl » Z xlETf (1- xi)EZ-fSO (16a)
subject to:

Co: a:iTTf + (1 —z)T/* <1 v (16b)
Cao: xipl +(1 - )pfso < p*e® Vi (16¢)

To solve P2, we employ the Lagrange dual decomposition
and subgradient methods. The Lagrangian of P2 is obtained

Thttp://cvxr.com



Algorithm 1 Bisection Method for Finding the Optimal Power
Allocation
Input: Maximum transmission power p

max
K3

Output: Optimal p}
1: Set pl-LB = (0 and szB = pprax

2: repeat
LB UB
33 Set X =B TP ;pi
. jf OL . oL
4. if o o < 0 then
5: pVB =X
6: else
7: piLB =X
8: end if
o: until [p{/? — pFB| < 0.001
« _ prP+4p7"
10: Set P = %
11: Return p;

by (5), shown at the top of the previous page. In (5), 7; and m;
are the non-negative Lagrange multipliers. The dual function
is written as

D(ri,m;) = p;fr?;i)?“’ L(p;?,p[*° 7, mi) (17a)
subject to: C2,1,C272
Consequently, the dual problem is expressed as
max D(;,m;) (18a)

Ti, T4

subject to: 7; > 0 and 7; > 0,V3

In accordance to the Karush—Kuhn-Tucker (KKT) conditions,
the derivatives of the Lagrangian with respect to p// and p/*°
are obtained by (6) and (7), respectively. Since it is challenging
to obtain closed-form expressions for both equations, we
utilize to the bisection method (Algorithm 1) for finding the
respective roots?.

After obtaining the solution to the dual problem using (6),
(7), and Algorithm 1, the Lagrange multipliers are updated as
follows:

+
L; L;
t+1 _ t L . Y _ mmaz
=1+ s (CL‘Zer +(1 xz)inso T; )1
(19)
+
mitl = [wf + 59 (xipff + (1 - xi)pf‘w = p?“””)] (20)

where t is the iteration number, while s; and s, are positive
step sizes. The subgradient method for solving the dual
problem is presented in Algorithm 2.

C. Overall Optimization Algorithm

Both problems P1 and P2 can be solved iteratively until
convergence or reaching a pre-defined number of iterations as

!

so

2Algorithm 1 is used for finding p]
accordingly.

and p; °° by modifying the term Op;

Algorithm 2 Subgradient Method for Optimizing p"7, p/*°
Input: Maximum transmission power p;***, Vi

Output: Optimal p"/, p/°

f :p’{so — Pi2 ,VZ'

: Initialize the Lagrange multipliers: 7;, 7;, V¢
csett =0

2
3
4: repeat
5
6

1: Initialize p;

fori=1to N do

Calculate p:f and p; °° using (6), (7), and Algorithm
1

Update the Lagrange multipliers using (19) - (20)

~

8: end for

o Set€l) =YL, B’ p™)

10: Sett=t+1

1: until [E[t] — [t — 1]| < 0.01 or ¢ > 100
12: Return p"f,pfs°

—

Algorithm 3 Joint Link Selection and Power Allocation
Algorithm for Solving PO

Input: System parameters: N, K, L;, T, prnae o /=,
;! P, [Rfee 2, vi
Output: Optimal z,p"/, p/*°
1: Set =0
2: repeat
3:  Find z;, Vi by solving P1 through CVX
4. Find pzf,plfso,Vi by solving P2 using Algorithm 2
5 Set S[Z] = Zil Ei(wivp:fvp{fso)
6. if E[l] < £* then
7 Set 2} = xi,p:f* = p:f,p{so*
8: end if
9: Setl=101+1
10: until |E[t] — [t — 1]] < 0.01 or I > 100
11: Return z,p"f,pfs°

= pifso,W

presented in Algorithm 3.

IV. PERFORMANCE EVALUATION

To evaluate the performance of our proposed algorithm, we
utilize Monte Carlo simulations. Specifically, we evaluate the
total energy consumption of the system with respect to the
number of devices and the available RF/FSO bandwidth. The
IIoT devices are randomly distributed in the coverage area of
the BS, while their distances from the BS are in the range
of [0,500] m. The number of IIoT devices ranges from 2
to 30, while the task size of each device is in the range of
[0.5, 3] Mbits and the delay tolerance is set to 1 second. Also,
the available power budget of each device is set to 5 watts.
Moreover, the number of the BS FSO transceivers ranges from
2 to 10, the total available bandwidth of the RF and FSO



links are respectively set to {1,5,10} MHz, and each FSO
link wavelength is A = 1550 nm. Finally, a clear weather
environment is assumed (i.e., &« = 0.96), the FSO transmitter
and receiver aperture diameters are 0.1 m, while the step sizes
for the Lagrange multiplier updates are set to s; = sg = 0.1.
The final results are generated by averaging 500 Monte Carlo
simulations. The simulation parameters are summarized in
Table I.

TABLE I
SIMULATION PARAMETERS

Parameter Value
Number of devices 2-30
Distance between the BS and the devices [0,500] m
Number of FSO transeivers at the BS 2-10
FSO transceiver aperture diameter 0.1 m
Task size [0.5, 3] Mbits
Power budget 5 Watts
Task delay tolerance ls

RF and FSO bandwidth 1, 5, 10 MHz
FSO wavelength 1550 nm
Weather coefficient 0.96
Step sizes 0.1

The total energy consumption as a function of the number
of devices for various FSO transceivers is presented in Fig. 2.
Particularly, the number of devices ranges from 2 to 30, while
the number of FSO transceivers in the BS ranges from 2 to 10.
Moreover, the available bandwidth for both RF and FSO links
is set to 1 MHz. As the number of devices is increased the
total energy consumption is also increased. This is expected
as there exist more devices in the network. Additionally, when
the number of FSO transceivers is increased the total energy
consumption is decreased, since the FSO communications can
achieve high capacity links with lower power consumption
compared to RF communications.

The total energy consumption as a function of the RF
bandwidth for various FSO bandwidth settings is depicted in
Fig. 3. For both RF and FSO links, the available bandwidth
is set to 1, 5, and 10 MHz, while the numbers of devices
and FSO transceivers are set to 20 and 10, respectively.
When the available RF bandwidth is increased, the energy
consumption is decreased as lower power levels are required
for the timely uploading of each task. The same applies to the
FSO bandwidth since more available bandwidth can lead to
higher capacity FSO links.

Finally, the convergence over the course of iterations for var-
ious devices and transceivers configurations is shown in Fig. 4.
When the number of devices is 30, the initial energy consump-
tion of the system is high, since the maximum available power
has been allocated to each device. Consequently, fewer devices
result in lower initial energy consumption. Moreover, in the
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Fig. 2. Total energy consumption as a function of the number of devices for
various numbers of FSO transceivers
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Fig. 3. Total energy consumption as a function of the RF bandwidth for
various FSO bandwidth configurations

case of 30 devices, the proposed solution converges after 15
iterations. On the other hand, when the number of devices is
5, the solution converges after 5 iterations.

V. CONCLUSION

In this work, we presented a hybrid RF-FSO system to
support the task offloading process in IIoT environments
and developed a solution that minimizes the total energy
consumption of the system by deciding whether the RF or
FSO link will be used for the task offloading and optimally
allocating the device transmission power. Due to the complex-
ity of the initial optimization problem, we decoupled it into
two problems that were iteratively solved until convergence.
Specifically, the RF-FSO link decision subproblem was solved
using the CVX toolbox with the Mosek solver, while the
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power optimization subproblem was solved by leveraging the
Lagrange dual decomposition and subgradient methods.

To validate our proposed solution, we carried out system-
level Monte Carlo simulations and evaluated the system energy
consumption with respect to the number of devices and the
available RF/FSO bandwidth. The simulation results show
that the proposed solution can minimize the total energy
consumption of the system while taking into account the task
requirements in terms of delay.

As future work, we aim to extend this scenario by including
IoT devices that are far from the BS coverage region and are
not equipped with FSO transceivers. In this direction, UAVs
equipped with FSO transceivers can form wireless local area
networks and act as relays between the IoT devices and the
BS [19]. Due to the limited energy reserves, the position
and transmission power of the UAVs have to be carefully
specified [20], [21]. Furthermore, schemes that facilitate the
accommodation of massives numbers of IoT devices can
be leveraged [22], [23]. Finally, we aim to investigate the
concurrent use of both FSO and RF transceivers to upload
a device task.
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