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Abstract

Collective communication operations form a part of
overall traffic in most applications running on platforms
employing direct interconnection networks. This paper
presents a novel analytical model to compute communica-
tion latency of multicast as a widely used collective com-
munication operation. The novelty of the model lies in its
ability to predict the latency of the multicast communication
in wormhole-routed architectures employing asynchronous
multi-port routers scheme. The model is applied to the
Quarc [17] NoC and its validity is verified by comparing
the model predictions against the results obtained from a
discrete-event simulator developed using OMNET++.

1 Introduction

Traditionally, interconnect architectures for integrated
circuits have been bus-based. Driven by the advances
in semiconductor technologies reaching sub-0.1um gate
lengths, systems-on-chip (SoC) consisting of billions of
gates and hundreds of processing units operating at different
clock frequencies are becoming reality. As a bus is inher-
ently non-scalable and at the same time the size and com-
plexity of the future SoC does not allow starting the whole
design from the scratch, employing a modular type of ar-
chitecture seems inevitable. Communication centric archi-
tectures or "networks on chip" (NoC) have recently been
proposed as a solution for the interconnect problem in large
SoC designs [21].

Collective communications operations have been tradi-
tionally adopted to simplify the programming of applica-
tions for parallel computers, facilitate the implementation of
efficient communication schemes on various machines, and
promote the potability of applications across different archi-
tectures [10]. These communication operations are particu-
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larly useful in applications which often require global data
movement and global control in order to exchange data and
synchronize the execution among nodes. The most widely
used collective communication operations are broadcast,
multicast, scatter, gather and barrier synchronization.

The support for collective communication may be im-
plemented in software or/and hardware. The software-
based approaches [9] rely on unicast-based message pass-
ing mechanisms to provide collective communication. They
mostly aim to reduce the height of multicast tree and mini-
mize the contention among multiple unicast messages.

Software-based approaches typically have limitations in
delivering the required performance. Implementing the
required functionality partially or fully in hardware has
proved to improve the performance of collective operations.
Depending on required performance, the hardware support
for collective communication may be achieved by customiz-
ing the switching [5], routing, number of ports [8] or even
allocating a dedicated network for collective communica-
tion operations.

Hardware-based multicast schemes can be broadly clas-
sified into path-based and tree-based. In a path-based ap-
proach, the primary problem for multicasting is finding the
shortest path that covers all node in the network [10]. Af-
ter path selection, the intermediate destinations perform
absorb-and-forward operations along the path. Hamilton
path-based algorithm [6] and the Base Routing Conformed
Path (BRCP) approach [1] are examples of path-based al-
gorithms utilizing absorb-and-forward property at hardware
layer.

In the tree-based scheme, the multicast problem is find-
ing a Steiner tree with a minimal total length to cover all
network nodes [3]. The tree operation introduces additional
network resource dependencies which could lead to dead-
lock which is difficult to avoid if global information is not
available. Hence, in wormhole-routed direct networks, the
tree based multicast is usually undesirable, unless the mes-



sages are very short.

Broadcast and multicast traffic in Networks on Chip is
an important research field that has not received much at-
tention. A multicasting scheme for a circuit-switched net-
work on chip is proposed in [11]. Since the scheme relies
on the global network state using global traffic information
it is not easily scalable. Multicast operation is provided by
Zthereal NoC [13]. However, Athereal relies on a logical
notion of global synchronicity which is not trivial to im-
plement as the system scales. In [4] a multicast scheme in
wormhole-switched NoCs is proposed. By this scheme, a
multicast procedure consists of establishment, communica-
tion and release phase. A multicast group can request to
reserve virtual channels during establishment and has pri-
ority on arbitration of link bandwidth. In [17] the novel
Quarc NoC architecture is introduced to offer highly effi-
cient collective communication operations by employing a
BRCP broadcast/multicast routing algorithm and a multi-
port router architecture.

The literature has witnessed numerous analytical perfor-
mance model of the unicast traffic [12, 16] and analysis of
the unicast traffic in presence of the broadcast traffic [7]
in parallel computers and NoC domains. In [18] Shahrabi
et al. introduced a model for computing broadcast com-
munication latency in Hypercube. However, in their sys-
tem under model only the unicast was wormhole-routed and
the broadcast communication was not wormhole-routed.
Also, their model was developed for architectures adopt-
ing one-port routers scheme. To the best of our knowledge
this work presents the first analytical model to compute
the average multicast communication latency in a system
adopting wormhole-switching for both unicast and multi-
cast/broadcast communications. The novelty of the method
lies in its ability to predict the average message latency in
interconnection networks employing multi-port routers.

The rest of the paper proceeds as follows. The next sec-
tion introduces a method for analyzing the average message
latency of multicast communication in all-port wormhole-
routed interconnection networks. Section 3 presents a brief
description of the Quarc NoC and the broadcast/multicast
routing algorithm in the architecture. Section 4 compares
our analytical evaluation with simulation results and finally,
in Section 5 the conclusion and future works are presented.

2 The Analysis Method

This section introduces a model to evaluate the average
message latency of multicast communication in wormhole-
routed interconnection networks generating both unicast
and multicast/broadcast traffic. We assume that the network
employs multi-port routers.

In direct interconnection networks, a router is connected
to other neighboring routers through a number of external

links. The router is also connected to the local node via one
or more internal links. The architectures that adopt only one
internal link are referred to as one-port architectures. In-
creasing the number of internal links significantly improves
the performance of the collective communication operations
[8]. Architectures having an internal link corresponding to
each external link are referred to as all-port architectures.
The schematic of router in a one-port and multi-port router
architectures have been depicted in Fig. 1
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Figure 1. One-port(a) versus multi-port(b)
router architecture

In an interconnection network employing multi-port
routers scheme, the multicast latency may be defined as the
time from the generation of the message at source node un-
til the time when the last flit of the multicast message is
absorbed by the last destination of the multicast message
among messages leaving m injection ports. The novelty
of the approach introduced in this paper lies surely in its
ability to predict the average latency in networks adopting
all-port or multi-port router architecture in which there is
no synchronization between messages emerging from each
port. Otherwise, the model was a variation of the available
analytical models for modeling unicast communication.

The model uses some widely used assumptions in the lit-
erature [12, 16] to compute the average message latency of
the unicast messages plus the specific assumptions regard-
ing the multicast messages.

e Nodes are generating the unicast and multicast mes-
sages independently and according to a Poisson pro-
cess.

e Unicast destination addresses are selected randomly.

e The arrival at each channel is approximated to be a
Poisson process.

e Messages are all the same size and larger than the net-
work diameter.



e The routing algorithm is deterministic.
e The network employs wormhole switching.
e The network employs multi-port routers.

In a multi-port router architecture employing deterministic
routing, depending on the position of the destination node in
the network, the appropriate injection ports should be taken
to transmit the message through. We define S . as the sub-
set of the network nodes receiving the multicast message
initiated by node x; through injection port ..

Sie=A{x;i: i € {multicast path fromz;tox;}} (1)

where
Sjc=2. )
c=1

To multicast a message it should be sent to disjoint sub-
networks through multi-ports of the router. It can be argued
that the message latency experienced by the largest network
subset can be regarded as the multicast communication la-
tency. Although this may seem reasonable in most situa-
tions, the dynamic behavior of the traffic in different sub-
networks may easily lead to situations in which the smaller
sub-networks deliver messages later than larger networks
do. Therefore, it is desirable to find a more reliable so-
lution based on latencies experienced at each sub-network
connected to different ports.

To compute the multicast message latency we divide the
problem into two separate problems. In the first part the
unicast message latency is computed which is, of course,
the message latency experienced at each port of the router.
In the second part, a method is proposed to compute the
multicast latency using the results obtained from the first
part.

2.1 Latency of Unicast Communication

The objective of this section is to present the model de-
veloped to evaluate the average message latency of uni-
cast in the interconnection networks employing wormhole
switching. We define the latency as the time from the gen-
eration of the message at source node until the last flit of the
message is absorbed by the destination node.

The network is viewed as a network of queues, where
each channel is modeled as an M/G/1 queue. For an
M /G /1 queue the average waiting time is [14]

Whyan s (L4 =) A3)

p= Az )

where A is the mean arrival rate, x is the mean service time
and o2 is the variance of the service time distribution. The
model defines o as

o= (x —msg) (5)

where msg is the message length.

The service time at ejection channel equals to message
length, msg, and service time at each intermediate channel
from source to destination may be calculated as

—in /\Zn —
T = Z((l - ijwj)Wj +T; +1)Pimj (6)
J

where W; is approximated using Eq. 3, x; is the mean ser-
vice time at channel j, A" is traffic rate from channel i to
channel j, A; is traffic rate at channel j and finally P;_,;
is the probability of taking channel j after channel ;. The
detailed explanation of the analytical model is presented in
Moadeli et al. [16].

The Eq. 6 can be adopted to compute the service time
at all channel from the ejection channel at destination back
to the injection channel at source node. Averaging message
latency over all nodes in the network yield the average mes-
sage latency in the network.

2.2 Latency of Multicast Communication

By adopting the analytical model explained in previ-
ous section, this section presents an approach to compute
the mean multicast message latency in a wormhole-routed
interconnection networks employing asynchronous all-port
routers. It is important to note that, there is no form of syn-
chronization between flit streams leaving different ports of
a router. This means that, each injection port of the router
transmits the multicast messages independently of other in-
jection ports.

The communication latency experienced by a message
is a factor of three components namely: message length,
number of hops and the total waiting times at intermedi-
ate channels. Among those parameters, message length and
number of hops are fixed, while the waiting time varies. The
total waiting times at all intermediate channels from source
to destination may be any non-negative real time number.
Nevertheless, its average is the total of the waiting times
which may be computed using the method explained in pre-
vious section. Using the above definition, the average la-
tency of a unicast traffic at injection port ¢, at node x; may
be expressed as

fj@ = Z w; +msg + ELC @)
l

where



e 1w is the waiting time experienced by the header flit at
link [ (I € sourcetodestination path ).

e L; . is the average communication latency for a traffic
leaving injection channel port 4. at node ;.

° Bjyc denotes the (maximum) number of hops traversed
by a message in sub-network S; . originating from
node x;.

Therefore, for each individual injection port, i, (1 < ¢ <
m), of an all-port router at node x;, we are able to define an
exponential distribution, E fj.e0 which its expected time is
the total waiting times (from source to destination) experi-
enced by the header flit of multicast stream leaving injec-
tion channel . of node x;. Using the above definition, y; .
is expressed as:

1
—— 1<c<m 1<j<N. @®)

wq

Hjc =
l

By associating the waiting times at each port of the
routers to independent exponentially distributed random
variables and recalling the definition of the message latency,
the multicast waiting time will be defined as the expected
time for the occurrence of the last event among m indepen-
dent exponentially distributed random variables. Which is
of course, the expected total waiting time experienced by
the last message delivered to its destination among m mes-
sages transmitted at injection ports of the router.

To compute the expected time of the last event we use
two properties of the exponential distributions

e The exponential distributions are memory-less.

e The minimum of independent exponential distribu-
tions is exponentially distributed. i.e.

Pmin{E , By} = e #Fr2) )

using the above two properties we first compute the ex-
pected time for the last event in case of only two indepen-
dent exponential random variable, E[max {E1 ,, E1 ., },
and then generalize the method for m > 2 independent ex-
ponential random variables.

According to Eq. 9 the expected time for occurrence of
the first event between two independent exponential distri-
butions is

Elmin{E1 . By} = — (10)

man A B Byt =

H1 K2 m + Lo
Due to memory-less property of exponential distributions,
the expected time for the next event after the occurrence of

the first event is -~ or - depending on whether the first

event has been fired by F, ,, or F ,, respectively. The
probability that 1y ,,, or Ey ;,, has been the first event, how-
ever, is related to pq and po. In other words, the probabil-
ity that F4 ,, has been the first event is PEW1 = Hlljl‘ll»w
and the probability that F, ,, has been the first event is
PEW2 = M‘ffw . Therefore, the expected time for the last
event between two independent exponentially distribution

is

E [max {Ey 4, E1 4} =
1

m + PEL}Q X E[E17#2] + PELNQ X E[El,,ul]~ (11)

Generalizing the solution for m > 2 yields the expected
time for occurrence of the last event between m independent
exponentially distributed events as

1
E\max {E1 4, By By, H = +
[ { 1p1,1,, 1, }] M1+u2++um
M1
Emax {E1 uy, B gy s B, F
p1 4 e+ [ {2, B g L ]
M2
E max E E ' 7'-~7E Lom, +
p1+ pe + o [ (Bt B s Lyt )
h E [mafl} {E17N17E17N27 ] Elvﬂm—l }] :

1 pe F e
(12)

Adopting the above analysis, the expected waiting time
experienced by the last message (among m independent
streams of a multicast message leaving node x;) delivered
to its destination, W}, may be computed as

Wj =F [mam {Elyﬂj,17E11Hj,27 "’7E17ll‘j,m}:| . (13)

Therefore, the average multicast latency at node x;, L;,
may be expressed as

L; =W; +msg + D, 14
where
1<c<m (15)

Dj = M(I’I(Ejyc)

is the maximum hops traversed among m sub-networks
connected to node ;.

Averaging over all nodes in the network yields the aver-
age multicast message latency as

1 &
L:NZLJ-. (16)
J



3 The Quarc Architecture

The Quarc scheme [17] was introduced as a NoC to
provide high performance collective communication at low
cost. The Quarc NoC inspired and is quite similar to the
Spidergon scheme.

The topology of the Quarc NoC is quite similar to that
of the Spidergon NoC. Therefore, the next section presents
a brief description of the Spidergon NoC, followed by an
introduction to the Quarc NoC.

3.1 The Spidergon NoC

The Spidergon NoC [15] is a network architecture which
has been recently proposed by STMicroelectronics [19].
The objective of the Spidergon topology has been to address
the demand for a fixed and optimized topology to realize
low cost multi-processor SoC implementation.

In the Spidergon topology nodes are connected by unidi-
rectional links. Let the number of nodes be aneven N = 2n
(where n is a positive integer). Every node in the network
is represented by z; (0 < ¢ < N ). An arbitrary node is as-
signed label 0 and the label of other nodes is incremented by
one as we move clockwise. The channels around the topol-
ogy are given the same label as the nodes connected to them
in clockwise direction. And the channels connecting cross
network nodes are given label of the node with the lower
index plus V. Each node in the network, x; (0 < i < N
). is directly connected to node (;1 1) moq v bY @ clockwise
link, to node x(;_1)moq N by a counter-clockwise link and
tonode ;, ny,,,4 5 DY @ cross link. Each physical link is
shared by two virtual channels in order to avoid deadlock.

The key characteristics of the the topology include good
network diameter, low node degree, homogeneous building
blocks (the same router to compose the entire network), ver-
tex symmetry and simple routing scheme. Moreover, the
Spidergon scheme employs packet-based wormhole routing
which can provide low message latency at a low cost. Fur-
thermore, the actual layout on-chip requires only a single
crossing of metal layers.

In the Spidergon NoC, two links connecting a node to
surrounding neighboring nodes carry messages destined for
half of nodes in the network, while the node is connected
to the rest of the network via the cross link. Therefore, the
cross link can become a bottleneck. Also, since the router
at each node of the Spidergon NoC is a typical one-port
router, the messages may block on occupied injection chan-
nel, even when their required network channels are free.
Moreover, performing broadcast communication in a Spi-
dergon NoC of size N using the most efficient routing algo-
rithm requires traversing N — 1 hops.

(b)
Figure 2. Quarc topology (a) vs Spidergon (b)

3.2 The Quarc NoC

The Quarc NoC improves on the Spidergon scheme by
making following changes: (i) adding an extra physical
link to the cross link to separate right-cross-quarter from
left-cross-quarter, (ii) enhancing the one-port router archi-
tecture to an all-port router architecture and (iii) enabling
the routers to absorb-and-forward flits simultaneously. The
Quarc preserves all features of the Spidergon including the
wormbhole switching and deterministic shortest path routing
algorithm, as well as the efficient on-chip layout.

The resulting topology for an 8-node NoC is represented
in Fig. 2.

In the Spidergon NoC, deadlock-free broadcast/multicast
can only be achieved by consecutive unicast transmissions.
The NoC switches must contain the logic to create the re-
quired packets on receipt of a broadcast-by-unicast packet.
In contrast, the broadcast/multicast operation in the Quarc
architecture is a true broadcast/multicast, leading to much
simpler logic in the switch fabric; furthermore, the latency
for broadcast/multicast traffic is dramatically reduced.

3.3 Routing algorithm

3.3.1 Unicast routing

For the Quarc, the surprising observation is that there is no
routing required by the switch: flits are either destined for
the local port or forwarded to a single possible destination.
Consequently, the proposed NoC switch requires no rout-
ing logic. The route is completely determined by the port
in which the packet is injected by the source. Of course,
the NoC interface (transceiver) of the source processing el-
ement (PE) must make this decision and therefore calculate
the quadrant as outlined above. However, in general the PE
transceiver must already be NoC-aware as it needs to cre-
ate the header flit and therefore look up the address of the
destination PE. Calculating the quadrant is a very small ad-
ditional action.



Figure 3. Broadcast in the Quarc NoC.

3.3.2 Broadcast routing

Broadcast in the Quarc is elegant and efficient: The Quarc
NoC adopts a BRCP (Base Routing Conformed Path) [2]
approach to perform multicast/broadcast communications.
BRCP is a type of path-based routing in which the collective
communication operations follow the same route as unicasts
do. Since the base routing algorithm in the Quarc NoC is
deadlock-free, adopting BRCP technique ensures that the
broadcast operation, regardless of the number of concurrent
broadcast operations, is also deadlock-free.

To perform a broadcast communication the transceiver of
the initiating node has to broadcast the packet on each ports
of the multi-port router. The transceiver tags the header flit
of each of four packets destined to serve each branch as
broadcast to distinguish it from other types of traffic. The
transceiver also sets the destination address of each packet
as the address of the last node that the flits stream may tra-
verse according to the base routing. The receiving nodes
simply check if the destination address at the header flit
matches its local address. If so, the packet is received by
the local node. Otherwise, if the header flit of the packet
is tagged as broadcast, the flits of the packet at the same
time are received by the local node and forwarded along the
rim. This is simply achieved by setting a flag on the ingress
multiplexer which causes it to clone the flits.

The broadcast in a Quarc NoC of size 16 is depicted in
Fig. 3. Assuming that Node 0 initiates a broadcast, it tags
the header flits of each stream as broadcast and sets the des-
tination address of packets as 4, 5, 11 and 12 which are the
address of the last node visited on left, cross-left, cross-right
and right rims respectively. The intermediate nodes receive
and forward the broadcast flit streams, while the destination
node absorbs the stream.

3.3.3 Multicast routing

Similar to broadcast, in multicast operation, the last node
to be visited must be specified as destination address in the
header flit. For broadcast all nodes in the path from source
to destination are the receiver nodes. While, in case of mul-
ticast the target addresses are specified in the bitstring field.

Bits;‘[33:31] [30:14] [13:8] 17:2] [1:0]‘

Unicast Header:‘ 0 destination addr. |source addr. | 0 ‘

Multicast Header:| 1 bitstring [destination addr. |source addr. | 0
Broadcast Header:| 2 destination addr. |source addr. | 0
Body: Payload 1

Tail: Payload 2

Figure 4. The components of a sample node
in the architecture.

Each bit in the bitstring represents a node which its hop-
distance from the source node corresponds to position of the
bit in the bitstring. Status of each bit indicates whether the
visited node is a target of the multicast or not. Fig. 4 shows
the format of the flits for unicast, multicast and broadcast
transmissions.

4 Validation

To validate the analytical model we have developed a
discrete event simulator of the Quarc NoC operating at flit
level using OMNET++ [20]. The schematic of the compo-
nents in each node is shown in Fig. 5.

Source

ne

Sink Node

Figure 5. The components of a sample node
in the architecture.

The source produces the messages according to a Pois-
son distribution. The passive queue has two queues to store
the messages belonging to multicast and unicast traffic. The
passive queue sends the messages based on their creation
time. The passive queue is connected to the router through
four injection channels. The router is connected to three
neighboring routers, a sink and a passive queue. It receives
the flits of the messages and sends them to the appropriate
routers or its corresponding sink. The sink is connected to
the router via four ejection channels and absorbs the mes-
sages destined for the node it belongs to.

Similar to the assumptions defined for the model, the re-
sources are non-preemptive. While servicing a message,
if other messages try to receive service the routers record
their information. After the last flit of the current message
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Figure 6. Comparison of the analytical model against the simulation results for random multicast
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Figure 7. Comparison of the analytical model against the simulation results for localized destina-

tions.

leaves the router, the router investigates the messages wait-
ing on the recently released resource, serving them based
on a FIFO policy.

Destinations of unicast messages at each node are se-
lected randomly. The latency of a unicast message is re-
garded as the time from generation of unicast message at
the source node until the time when the last flit of the mes-
sage is absorbed by the sink at destination. The multicast
destinations are selected randomly (by the authors) at the

beginning of the simulation. Multicast message latency is
the time from generation of the multicast message at the
source node until the time when the last flit of the message
is absorbed by the sink at the last destination.

The model predictions are compared against the simu-
lation results for numerous configurations by changing the
Quarc network size, message length and the rate of multi-
cast traffic. Figures 6 and 7 compare the simulation results
against the analysis for the networks ranging from 16 to 128



nodes. The message length may bel6, 32, 48 or 64 flits size.
And the multicast traffic may comprise 3%, 5% or 10% of
the overall traffic. The graphs in Fig. 6 show the configu-
rations in which the multicast destinations set are selected
randomly. While, the graphs in Fig. 7 represent the config-
urations where the destination nodes are on the same rim.
In other words the destination sets in graphs of Fig. 7 are
localized.

In graphs, NV, M and « represent the number of nodes in
the Quarc NoC, message length and rate of multicast traffic
respectively. While L, R, LO and RO denote the bitstrings
corresponding to multicast destinations at left, right, cross-
left and cross-right of the node respectively. The horizontal
axis in the figures shows the message rate while the vertical
axis describes the latency. As can be seen from the figures
the analytical model presents an excellent approximation of
the network latency in a wide range of configurations.

5 Conclusion

Analytical models of communication latency have been
extensively reported for wormhole-routed interconnection
networks. All these models, however, have assumed a
uniform traffic pattern taking into account only unicast
messages. This paper has introduced a novel analytical
model to predict the average message latency of wormhole-
routed multicast communication in direct interconnection
networks adopting asynchronous multi-port routers. The
analytical multicast model has been applied to the Quarc
NoC, a highly efficient NoC for performing collective com-
munications. and its validity has been verified by compar-
ing the analytical results against the results obtained from a
discrete-event simulator developed using OMNET++.

Our next objective is to investigate the validity of the
model in other relevant interconnection networks such as
multi-port mesh and torus.
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