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Abstract—Before placing a software system into production,
it is necessary to guarantee it provides users with a certain
level of Quality-of-Service. Intensive performance testing is
then necessary to achieve such a level and the tests require an
isolated computing environment. Virtualization can therefore
play an important role for saving energy costs by reducing
the number of servers required to run performance tests and
for allowing performance isolation when executing multiple
tests in the same computing infrastructure. Load generation
is an important component in performance testing as it simu-
lates users interacting with the target application. This paper
presents our experience in using a virtualized environment for
load generation aimed at performance testing. We measured
several performance metrics and varied system load, number
of virtual machines per physical resource, and the CPU pinning
schema for comparison of virtual and physical machines. The
two main findings from our experiments are that physical
machines produced steadier and faster response times under
heavy load and that the pinning schema is an important aspect
when setting up a virtualized environment for load generation.

Keywords-Software Performance Testing; Virtualization;
Load Generation; LoadRunner; Multi-core Architecture.

I. INTRODUCTION

Software performance testing has become an important

research area aimed at investigating how software systems

behave under different loads and computing facilities. Not

only companies may be affected by using software systems

that provide users with low Quality-of-Service, but also

mission critical systems may cause catastrophic results when

not performing well.

Software systems are tested using various input parame-

ters and analysed by several metrics. In addition, complex

applications may have individual components that are tested

separately. Therefore, computing power and performance

isolation [1], [2] for each test become essential. The first

requirement can be met with an off-the-shelf cluster, whereas

the second one with virtualization. Besides performance

isolation, virtualization can save energy costs by reducing

the number of physical machines used for performance tests.

As several tests are required before deploying a software

into production, most of the research on testing for virtual-

ized environments have focused on automating test deploy-

ment [3]–[6]. Although the deployment phase is relevant, it

is important to understand the impact of virtualization [7]

when performing these tests. One of the main components

that may suffer from virtualization is the load generator. This

component is responsible for simulating users contacting the

target application that needs to be tested.

Little work has been done to understand load generation

on virtualized environments [4]. This paper presents our

experience in using a virtualized environment for load gen-

eration aimed at performance testing. We measured several

metrics, including throughput, response time, and transac-

tions per second for comparison of virtual and physical

machines. We also varied the system load, number of virtual

machines per physical resource, and the pinning schema

for distributing CPUs to the virtual machines (VMs). The

two main findings from our experiments are that physical

machines produced steadier and faster response times under

heavy load and that the CPU pinning schema is an important

aspect when setting up a virtualized environment.

The remainder of the paper is organized as follows. Sec-

tion II introduces relevant concepts of software performance

testing; Section III describes the main bottlenecks when

using virtualization for load generation; Section IV presents

the evaluation of load generation under various scenarios;

Section V discusses related work in virtualization and soft-

ware performance testing; and Section VI concludes the

paper with the main findings and future research directions.

II. SOFTWARE PERFORMANCE TESTING

With the growing demand to serve a greater number of

customers, there has been an increasing number of web

services and applications to allow multiple users to access

simultaneously the system resources. In order to analyze the

capacity of these systems and maintain their availability and

performance as expected, it is necessary to simulate user

activities under several conditions. In this context, through

software performance testing, it is possible to develop

effective strategies to maintain system performance at an

acceptable level [8].

These tests aim at verifying whether the system perfor-

mance is in line with design expectations, subjecting it to

a certain load at a given computing environment [9], [10].
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Figure 1. Software stack for performance testing and its interactions with the user and target application.

In order to execute these tests, several workload types and

computing environments can be configured to evaluate the

system under various conditions, being therefore able to

identify possible bottlenecks that prevent the system to meet

users’ expected Quality-of-Service defined in Service Level

Agreements. Moreover, besides identifying bottlenecks, per-

formance testing helps to determine the required time for

software to perform a task and to provide an idea about

how stable the system is through a load change [11].

A. Performance Testing Architecture

Software engineers usually adopt automated testing to

evaluate system performance due to the large number of

users accessing a target application simultaneously. Thus, a

machine set that represents simulated users who access the

target application is defined. Actions performed by these

users are called workloads, which trigger requests (e.g.

HTML/HTTP) to the server where the application is hosted.

The software performance testing comprises several steps

and modules. Figure 1 summarizes the software stack for

performance testing [8] and its interaction with the test

engineer and the target application. The test engineer starts

configuring the test and triggering the load generator (Step

1). The latter applies the load to the system under test (Step

2). While the system is executing, the Probes monitor the

resources using tools such as SiteScope1 and perfmon2 ,

meanwhile the data is then separated for further analysis

(Step 3). Once the data is available and the execution

completed, the tools collect and process the data from the

probes (Step 4), which is then used by the engineer for

analysing the system performance (Step 5).

After the test, the test engineer can then track how

resource and system characteristics vary depending on work-

load. Among these characteristics, the most relevant are the

1SiteScope: http://sitescope.tellurian.net/SiteScope/docs/UserGuide.htm
2Performance monitoring tool for Windows: http://msdn.microsoft.com.

following [12], [13]:

• Availability: time that an application is available for

user;

• Response time: time that an application takes to re-

spond to a request;

• Throughput: amount of processed data in a given period

of time;

• Use: system resources used by the application (e.g.

disk, network, memory, and CPU utilization).

B. LoadRunner

LoadRunner [14] is a tool used in performance testing

to simulate several users accessing the target application.

These users are configured to reproduce real workloads that

are used in the production environment. In order to execute

a performance test using LoadRunner, it is necessary to

perform the following steps (see Figure 2 [14]):

Planning

the test

Creating the

vuser script
Creating the

scenario

Running the

scenario

Analysis the

test result

Figure 2. Test steps using LoadRunner.

• Test plan: defines the requirements for performance

testing, for example, expected response time for a given

number of simultaneous users;

• VUser script creation: records the user activities on the

application and generates scripts automatically;

• Scenario definition: configures the test environment

using the LoadRunner Controller. It is possible to define

input parameters, such as the number of users, testing

time, ramp-up and ramp-down times;

• Scenario execution: manages and monitors the load test

using the LoadRunner Controller;

• Result analysis: shows the test results using the Load-

Runner Analyzer tool.
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In order to perform these steps, LoadRunner has three

tools: Virtual User Generator (VUGen), which is respon-

sible for capturing user information, accessing the target

application, and then generating a performance test script,

also known as the virtual user script; Controller, which

is responsible for managing, configuring, and monitoring

load testing, which is executed from the script generated

by the VUGen tool; and Analyser, which creates reports

based on test results—these reports contain graphics and

values corresponding to metrics monitored and managed by

Controller.

III. LOAD GENERATION ON VIRTUALIZED

ENVIRONMENTS

As mentioned before, the load generator assigns load to

the target application. Here we describe in details how the

load generator works and issues on how this module is

placed in a VM.

The users’ behaviour used by the load generator is defined

through the test script. In order to generate this script,

a tool is used to record all transactions executed by the

simulated user on the target application. This script is used

to reproduce the user actions and is composed of three parts:

vuser init executes when the virtual user is initialized;

Action contains sequences of activities that are executed

along with the test; and vuser end contains the actions that

are executed when the virtual user finalizes its execution.

Algorithm 1 presents an example of a script pseudo-code

that simulates a user accessing a shopping website. The user

initially contacts the server (Line 5), selects items (Line 7),

and pays for them (Line 10). A typical load generator allows

the inclusion of a simulated user think time (Lines 6 and 8),

which can be a static number or a function that generates

random numbers according to a given distribution.

Algorithm 1: Pseudo-code for the test script.

begin1

/* vuser_init */

constructor procedures2

end3

begin4

/* Actions list */

connect to application server(server)5

think time(t1)6

select item(item1)7

think time(t2)8

...9

pay items(items[])10

...11

end12

begin13

/* vuser_end */

destructor procedures14

end15

After the script is generated, the test engineer configures

the test scenario using several parameters such as number of

threads that simulate users accessing the application, startup

time, total test execution time, features and metrics that

need to be monitored. Thereafter, the test can be performed.

Once all the monitored data is collected, test results can

be analyzed, using graphics to determine relationships and

application behavior during the test.

Load generators can be placed into VMs in order to

achieve performance isolation when multiple experiments

have to be executed at the same time in the same infras-

tructure. By using virtualization, each experiment can have

a portion of the computing resources, which can be accessed

in an isolated fashion; such a mechanism can be hardly

achieved using the physical resources directly. From the

deployment’s perspective, there is no difference between

triggering load generators in virtual and physical machines;

only the IP address has to be configured. However, from the

performance’s perspective, one of the main drawbacks is the

overhead imposed by the virtualization layer.

The virtualization overhead comes mainly from I/O opera-

tions, because these operations of the VM operating systems

are interpreted and translated by the hypervisor that passes

them to Dom-0, which is responsible for accessing and

processing all requests for VMs’ hardware. Thus, the overall

system performance is affected. Dom-0 is a privileged

domain, which is a VM with direct access to the actual

hardware.

One way to minimize the effect of overload due to the

operations of I/O is to increase the CPU power of the

Dom-0, because with a greater amount of resources the

Dom-0 is capable of managing the requests of the VMs

in a more optimized way. For example, in a quad-core

machine, one can have a single core dedicated to Dom-

0, instead of sharing with all cores of the VMs. This

can be achieved by pinning the CPU, which specifies the

virtual CPUs (VCPUs) are mapped to physical CPUs. The

evaluation section contains experiments that show the impact

of multiple CPUs pinning schemes.

IV. EVALUATION

This section presents the environment setup used in our

experiments. It also describes the metrics, experiment pa-

rameters, and result analysis. The aim of the experiments is

to show the performance difference between using physical

and virtual machines, and the impact of CPU pinning schema

when setting up the virtualized environment.

A. Environment Setup

The infrastructure used to perform the experiments con-

sists of four machines Dell PowerEdge R610: 2 Intel Xeon

E5520 Quadcore Processors and 16GB RAM. One machine

executes the application to be tested, two machines are used

as load generators (one physical and the other with a set
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Figure 3. Experiment setup.

Table I
LIST OF SOFTWARE PACKAGES AND THEIR RESPECTIVE VERSIONS.

Software Version

LoadRunner 9.5
Oracle VM Server 2.2
Xen 3.4
Windows Server 2008 (32-bits)
Tomcat 5.5.29

of virtual machines), and one that contains the controller

for trigging and managing the tests. Figure 3 illustrates

the information flow among the machines involved in the

experiment.

All machines run Windows Server, except Dom-0 (i.e.

Xen [15]), which runs Linux as it is based on Oracle VM

Server. As we wanted to evaluate the use of virtualization

for load generation, we chose a lightweight application (i.e.

the Tomcat application server) to be able to easily increase

resource consumption for the generators. The load generator

script accesses Tomcat web pages and compacts a 5MB file.

Therefore, we have an experimental setup that uses disk,

CPU, and network. Table I summarizes the list of software

packages and their respective versions.

We varied three input parameters:

• Number of users: these are the virtual/simulated users

that influence the load assigned to the application: 25,

50, 100, and 150;

• Number of VMs: the number of virtual machines on

the physical host: 1, 2, and 4;

• CPU pinning schema: the number of CPUs dedicated

to Dom-0.

We measured almost 30 metrics, which include through-

put, response time, pages downloaded per second, and

several system metrics, such as memory, CPU, and network

consumption. We show the results for some of these metrics,

whereas the other ones are used to enhance our analysis. In

addition, each experiment was executed for two hours. The

graphs presented in the following section include the average

result of a given metric with its respective standard deviation

represented by vertical bars.

B. Results and Analysis

1) Physical versus virtual machine: The first set of ex-

periments compares performance results from one physical

machine against one VM. For these experiments, all CPUs

are shared between the VM and the Dom-0. Figure 4

presents response time and throughput for both physical and

virtual machine. For response time, we observe that both

average and standard deviation increase with the number of

users in the system, whereas for the physical machine these

values are steady for different system loads. This happens

because of the I/O overhead imposed by the virtualization

layer.

In order to verify the actual bottleneck from I/O operations

in virtualization, we measured system resource metrics and

present them in Tables II, III, and IV, which represent CPU

usage, disk queue length, and network usage, respectively.

CPU usage increases for both virtual and physical machines

with the increase of load applied to the system. However,

it is interesting to remark that the physical machine has a

higher CPU usage. This happens because data is available

sooner for the physical machine than for the virtual one.

The main bottleneck observed is the disk access. Table III

shows that even though the load increases with the number

of users, the disk queue length remains steady after a certain

threshold, i.e. 40 and 25 for virtual and physical machine,

respectively. This difference between these two values has

a considerable impact on the overall system performance,

as observed in the response time metric (Figure 4) and

the network usage (Table IV), as more data is ready to be

transferred using the physical machine.

Figure 4. Physical versus virtual machine.

2) Impact of CPU pinning: As observed in the previous

section, I/O operations generate overhead in the VMs. Here

we present results for three CPU pinning schemas: (i) all

CPUs are shared between the virtual and Dom-0 (non-

dedicated CPUs); (ii) 2 CPUs are dedicated to Dom-0 (2

dedicated CPUs); and (iii) 4 CPUs are dedicated to Dom-0

(4 dedicated CPUs). For the last two cases, the remaining
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Table II
PERCENTAGE OF THE AVERAGE CPU USAGE.

Users 25 50 100 150

Values for VM 7.3 14.8 25.3 34.3
Values for phys. mach. 6.7 13.4 29.3 48.1

Table III
AVERAGE DISK QUEUE LENGTH (# OF REQUESTS).

Users 25 50 100 150

Values for VM 40.4 41.4 39.6 38.6
Values for phys. mach. 6.3 24.9 24.1 24.5

Table IV
AVERAGE BYTES RECEIVED PER SECOND (103).

Users 25 50 100 150

Values for VM 78.3 147.4 238.2 282.7
Values for phys. mach. 107.2 203.6 398.6 529.4

CPUs are shared between the VM and Dom-0. Here we

present the results for 50 and 150 users.

Figures 5 and 6 depict the results of response time and

throughput respectively. We observe that different CPU pin-

ning schema have different impact depending on system load

and metric. For instance, dedicating 2 CPUs to Dom-0 for 50

users has a reduction of approximately 5% compared to non-

dedicated CPU schema, whereas for 150 users, sharing all

CPUs with the VMs has a reduction of approximately 8%

compared to dedicating CPUs to Dom-0. For throughput,

the most significant difference is for 150 users, in which no

dedicated CPUs to Dom-0 increases in 10% the throughput

compared to 2 dedicated CPUs. For the case of 150 users,

more CPU is required compared to 50 users (Table II), there-

fore providing as much CPU as possible to the VM produces

a higher throughput. However, for 50 users, increasing CPU

power in Dom-0 makes writing disk speed increase in 10%,

which results in higher throughput.

Increasing the CPU power of Dom-0 enhances the perfor-

mance of I/O operations, but decreases the CPU performance

inside the VM. We confirmed the improvement by measuring

two disk-related metrics: average disk data writing time and

average disk queue length, showed in Tables V and VI,

respectively. The main reduction comes from changing from

non-dedicated to 2 dedicated cores to Dom-0. As the 50-

user scenario is not as CPU demanding as as the 150-user

one, the latter requires more CPU for the VMs. Therefore,

not including the dedicated cores to Dom-0 produces faster

response time for 150 users (Figure 5).

3) Multiple VMs per physical machine: This section

shows results of increasing the number of VMs in the phys-

ical machine considering the average system load scenario,

i.e. 50 users. In order to keep the same load for each

(a) 50 users.

(b) 150 users.

Figure 5. Impact of CPU pinning on response time.

Table V
AVERAGE DISK DATA WRITING TIME (SECONDS).

CPU Pinning non-ded. cores 2 ded. cores 4 ded. cores

50 users 0.80 0.71 0.71
150 users 0.93 0.71 0.70

Table VI
AVERAGE DISK QUEUE LENGTH (# OF REQUESTS).

CPU Pinning non-ded. cores 2 ded. cores 4 ded. cores

50 users 41.4 41.4 40.5
150 users 47.6 39.3 39.1

experiment, we split the number of users among the VMs.

The metrics evaluated in these experiments are response time

and throughput.

Apart from the physical machine producing faster re-

sponse times and higher throughput compared to VMs, these

perform worst and are more unstable when the number of

VMs increases. This behaviour can be easily seen in Figures

7 and 9, which show results for response time and trans-
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(a) 50 users.

(b) 150 users.

Figure 6. Impact of CPU pinning on throughput.

Figure 7. Impact of multiple VMs on response time - 50 users.

action response time percentile, respectively. This happens

because Dom-0 requires more CPU to handle multiple VMs.

For instance, for one VM, the CPU usage to handle 50 users

is 14.75%, whereas for four VMs the usage is 7.2%. This

reduction is due to Dom-0 competing for CPU with the VMs.

Figure 8. Impact of multiple VMs on throughput - 50 users.

Figure 9. Impact of multiple VMs on transaction response time percentile
- 50 users.

Table VII
AVERAGE PROCESSOR TIME AND DISK QUEUE LENGTH FOR MULTIPLE

VMS.

Number of VMs 1 VM 2 VMs 4 VMs

Avg. processor usage (%) 14.8 11.7 7.2
Disk queue length 41.4 38.5 39.8

4) Reduzing I/O operations: The results presented so far

are based on simulated users who perform file compression,

which is an I/O intensive operation. By using such a script

we observed the limitations of VMs in comparison to

physical machines for load generation. We also performed

a set of experiments with another script, which does not

contain the compression phase, but only web page requests

to the application server. Figure 10 summarizes the response

time for the virtual and physical machine varying the number

of simulated users who access the server. For comparison

reasons, the results with file compression in this figure

represent only the time to execute the web requests, i.e. the
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Figure 10. Response time comparison with reduced number of I/O

operations.

file compressing time is not included. We observe that when

removing the I/O intensive phase of the script, the results of

the virtual and physical machines are similar, which shows

that for a non I/O intensive load generation script, VMs are

a good alternative for replacing physical machines.

V. RELATED WORK

This paper fits into the following main research topics: (i)

performance comparison of virtual and physical machines;

and (ii) use of virtualized environments for software perfor-

mance testing. This section presents some of these studies

and their main differences compared to our work.

Our experiments show the importance of CPU pinning

for performance metrics. Somani and Chaudhary [16] go

further and study the need of dynamically balancing the

load in a physical server. Moreover, they propose an im-

plementation of Global Load Balancing algorithm and use

the CPU pinning mechanism provided by Xen. Cherkasova

and Gardner [17] investigate CPU overhead produced by

I/O operations using Xen VM Monitor. When applied 100%

CPU, they observed a 26.5% CPU usage for Dom-0, which

is a similar result we got in our experiments. There are

also other works that try to minimize the I/O overhead

imposed by virtualization, for instance, Appavoo et al.

[18] presented a mechanism to improve performance of

network access in virtualized machines, and Wei et al. [19]

investigated the use of dedicated Xen domains to handle I/O

operations. Liu and Abali [20] proposed the Virtualization

Polling Engine (VPE) that uses dedicated CPU cores to help

with the virtualization of I/O devices by using an event-

driven execution model with dedicated polling threads. Our

paper shows that a proper CPU pinning has an impact on

performance metrics, which relates to the limitation of the

virtualization technology to handle I/O operations.

Several projects have started to explore virtualization

for software testing. Banzai et al. [3] developed D-Cloud

for software performance testing using cloud computing

technology and VMs in order to reduce cost and time.

Their focus is mainly on fault tolerance testing. Gaisbauer

et al. [4] designed and implemented the Virtualization-aware

Automated Testing Service (VATS). The aim of the VATS

framework is to automate test execution in Cloud computing

environments. Duro et al. [5] introduced the VIRTU tool

aimed at managing, configuring, and testing applications in

virtualized environments. Kim et al. [6] also proposed a

middleware for performance testing for those environments.

Different from the existing works in software performance

testing presented in this section, our aim is to focus not on

the deploying phase of tests, but on the cost-benefits of using

VMs for software performance testing. We described de-

tailed experiments varying several parameters and analysing

various metrics.

VI. CONCLUDING REMARKS AND FUTURE WORK

Performance testing for software systems is essential

to increase companies’ profit and reduce risks in mission

critical systems. Several tests are required before placing

a system into production, and hence the testing process

becomes time consuming and costly. Virtualization has be-

come an important tool therefore to assist in the software

testing because it enables savings in energy costs through

server consolidation and performance isolation for multi-

test scenarios. This paper has then presented our experience

using load generation in a virtualized environment. Load

generation is an important component of software testing

since it emulates users’ behaviour when accessing the target

application. Although virtualization brings benefits, it comes

with an overhead cost, mainly for I/O operations. We have

thus analysed the overhead in several scenarios: changing

system load, CPU pinning schema, and number of VMs per

physical machine.

The main source of bottlenecks comes from the file

compressing part (i.e. the I/O intensive part) of our load

generator script, which requires considerable disk usage

consumption. This makes the disk queue length of the VM

up to six times longer than in the physical one in some

scenarios. Another source of overhead comes from Dom-0

managing multiple VMs, as there is the context switching

that consumes CPU. The CPU pinning then becomes an

important aspect to be configured, as it determines how

much CPU should be assigned to the VM manager. As

observed in our experiments through the disk queue length

metric, assigning more CPU to the manager reduces the

I/O overhead, providing faster response times and higher

throughput. The drawback is that, CPU is then removed from

the VMs to perform CPU-intensive tasks. Therefore, there

is a complex trade-off that has to be evaluated for each sce-

nario. From our experiments, thus, the main findings of this

paper are that physical machines produce steadier and better

results under heavy load and that the CPU pinning schema
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is an important configuration when setting up a virtualized

environment for load generation. For the load generator

script without the I/O intensive phase, we observed that

VM is a good alternative for replacing physical machines.

Therefore, test engineers should be careful when analyzing

performance data from virtual machines and tuning the

computing environment, especially for scenarios with heavy

I/O operations.

One of the main future directions from this work is to

define a system overhead model that can be used for software

performance tests. Several companies have been adopting

virtualization technologies to reduce costs, mainly associated

with the number of servers used to perform tests. Therefore,

as many overhead issues cannot be eliminated to compete

with executions based on physical machines, it is important

to have a system overhead model that can be used along

with the software testing analysis, which would then allow

more reliable results on virtualized environments.
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