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Abstract
Consider the many shared resource scheduling problem where jobs have to be scheduled on identical
parallel machines with the goal of minimizing the makespan. However, each job needs exactly
one additional shared resource in order to be executed and hence prevents the execution of jobs
that need the same resource while being processed. Previously a (2m/(m + 1))-approximation
was the best known result for this problem. Furthermore, a 6/5-approximation for the case with
only two machines was known as well as a PTAS for the case with a constant number of machines.
We present a simple and fast 5/3-approximation and a much more involved but still reasonable
1.5-approximation. Furthermore, we provide a PTAS for the case with only a constant number
of machines, which is arguably simpler and faster than the previously known one, as well as a
PTAS with resource augmentation for the general case. The approximation schemes make use of the
N-fold integer programming machinery, which has found more and more applications in the field of
scheduling recently. It is plausible that the latter results can be improved and extended to more
general cases. Lastly, we give a 5/4− ε inapproximability result for the natural problem extension
where each job may need up to a constant number (in particular 3) of different resources.
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1 Introduction

We consider the problem of makespan minimization on identical parallel machines with many
shared resources, or many shared resources scheduling (MSRS) for short. In this problem,
we are given m identical machines, a set J of n jobs, and a processing time or size pj ∈ N≥0
for each job j ∈ J . Furthermore, each job needs exactly one additional shared resource in
order to be executed and no other job needing the same resource can be processed at the
same time. Hence, the jobs are partitioned into (non-empty) classes C, i.e.,

⋃
C = J , such
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2 Scheduling with Many Shared Resources

that each class corresponds to one of the resources. A schedule (σ, t) maps each job to a
machine σ : J → {1, . . . ,m} and a starting time t : J → N≥0. It is called valid if no two
jobs overlap on the same machine and no two jobs of the same class are processed in parallel,
i.e.:

∀j, j′ ∈ J , j 6= j′ with σ(j) = σ(j′): t(j) + pj ≤ t(j′) or t(j′) + p′j ≤ t(j)
∀c ∈ C : j, j′ ∈ c, j 6= j′: t(j) + pj ≤ t(j′) or t(j′) + p′j ≤ t(j)

The makespan Cmax of a schedule is defined as maxj∈J t(j) + pj and the goal is to find a
schedule with minimum makespan. Note that MSRS also models the case in which some
jobs do not need a resource since in this case private resources can be introduced.

State of the Art and Motivation. The study of scheduling problems with additional
resources has a long and rich tradition. Already in 1983, Blazewicz et al. [4] provided a
classification for such problems along with basic hardness results and several additional
surveys have been published since then [2, 3, 12]. The MSRS problem, in particular, was
introduced by Hebrard et al. [17] who considered the scheduling of download plans for Earth
observation satellites and provided a (2m/(m+1))-approximation for the problem. Strusevich
[29] revisited MSRS and presented an additional application in human resource management.
Moreover, he provided a faster, alternative (2m/(m + 1))-approximation that is claimed
to be simpler as well, and a 6/5-approximation for the case with only two machines. The
work also extends the three field notation for scheduling problems based on the convention
for additional resources introduced in [4] to encompass the problem at hand. In particular,
MSRS is denoted as P |res · 111|Cmax in this notation. The most recent result regarding
MSRS is due to Dósa et al. [11] who provided an efficient polynomial time approximation
scheme (EPTAS) for MSRS with a constant number of machines. In fact, the EPTAS even
works for a more general setting where each job j additionally may only be assigned to a
machine belonging to a given setM(j) of eligible machines.

We employ standard notation regarding approximation schemes: A polynomial time
approximation scheme (PTAS) provides a polynomial time (1 + ε)-approximation for each
ε > 0. It is called efficient, or EPTAS, if its running time is of the form f(1/ε) poly(|I|) where
f is some function and |I| the encoding length of the instance I. Moreover, an EPTAS is
called fully polynomial time approximation scheme (FPTAS) if the function f is a polynomial.

Since MSRS includes makespan minimization on identical machines (without resource
constraints) as a subproblem, it is NP-hard already on two machines and strongly NP-hard
if the number of machines is part of the input due to straightforward reductions from the
partition and 3-partition problem, respectively. Hence, approximation schemes are essentially
the best we can hope for.

The MSRS problem has also been considered with regard to the total completion time
objective [23, 24]. The study of this variant is motivated by a scheduling problem in the
semiconductor industry. On one hand, the authors show NP-hardness for generalizations
of the problem, and on the other, they argue that the approach yielding a polynomial time
algorithm for total completion time minimization in the absence of resource constraints leads
to a (2− 1/m)-approximation for the considered problem.

Another way of looking at MSRS is to consider it as variant of scheduling with conflicts,
where a conflict graph is given in which the jobs are the vertices and no two jobs connected by
an edge may be processed at the same time. This problem was introduced for unit processing
times by Baker and Coffman in 1996 [1]. It is known to be APX-hard [14] already on two
machines with job sizes at most 4 and a bipartite agreement graph, i.e., the complement of
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the conflict graph. There are many positive and negative results for different versions of this
problem (see, e.g., [1, 14] and the references therein). For instance, the problem is NP-hard
on cographs with unit-size jobs but polynomial time solvable if the number of machines is
constant [6]. Note that in the case of MSRS, we have a particularly simple cograph, i.e., a
collection of disjoint cliques.

Results. We present a 5/3-approximation in Section 2, a 3/2-approximation in Section 3,
approximation schemes in Section 4, and inapproximability results in Section 5. Note that
the 5/3- and 3/2-approximation have better approximation ratios than the previously known
(2m/(m+ 1))-approximation already for 6 and 4 machines, respectively.

The 5/3-approximation is a simple and fast algorithm that is based on placing full classes
of jobs taking special care of classes containing jobs with particularly big sizes and of classes
with large processing time overall. While the 3/2-approximation reuses some of the ideas
and observations of the first result, it is much more involved. To achieve the second result,
we first design a 3/2-approximation for the instances in which jobs cannot be too large
relative to the optimal makespan and then design an algorithm that carefully places classes
containing such large jobs and uses the first algorithm as a subroutine for the placement of
the remaining classes. Note that our approaches are very different to the one in [17], which
successively chooses jobs based on their size and the size of the remaining jobs in their class
and then inserts them with some procedure designed to avoid resource conflicts, and the one
in [29], which merges the classes into single jobs to avoid resource conflicts.

We provide an EPTAS for the variant of MSRS where the number of machines is
constant and an EPTAS with resource augmentation for the general case. In particular, we
need b(1 + ε)mc many machines in the latter result. Both results make use of the basic
framework introduced in [19] which in turn utilizes relatively recent algorithmic results
for integer programs (IPs) of a particular form – so-called N-fold IPs. Compared to the
mentioned work by Dósa et al. [11] – which provides an EPTAS for the case with a constant
number of machines as well – our result is arguably simpler and faster (going from at least
triply exponential in m/ε to doubly exponential). We also provide the result with resource
augmentation for the general case, which may be refined in the future to work without
resource augmentation as well. Moreover, it seems plausible that the use of N-fold IPs in
the context of scheduling with additional resources may lead to further results in the future,
which do not have to be limited to approximation schemes.

Finally, we provide inapproximability results for variants of MSRS where each job may
need more than one resource. In particular, we show that there is no better than 5/4-
approximation for the variant of MSRS with multiple resources per job, unless P = NP ,
even if no job needs more than three resources and all jobs have processing time 1, 2 or 3.
Previously, the APX-hardness result due to Even et al. [14] for scheduling with conflicts was
known, which did focus on a different context and in particular does not provide bounds
regarding the number of resources a job may require.

Further Related Work. As mentioned above, there exists extensive research regarding
scheduling with additional resources and we refer to the surveys [2–4, 12] for an overview.
For instance, the variant with only one additional shared renewable resource where each job
needs some fraction of the resource capacity has received a lot of attention (see [21, 22, 26, 27]
for some relatively recent examples). Interestingly, Hebrard [17] pointed out that this basic
setting is more closely related MSRS than it first appears: Consider the case that we have
dedicated machines, i.e., each job is already assigned to a machine and we only have to
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choose the starting times, each job needs one unit of the singly additional shared resource,
and the shared resource has some integer capacity. This problem is equivalent to MSRS if
the multiple resources taken on the roles of the machines and the machines take the role of
the single resource. Hence, results for variants of this setting translate to MSRS as well. For
instance, MSRS can be solved in polynomial time if at most two classes include more than
one job [25] and [16] yields a (3 + ε)-approximation.

Scheduling with conflicts has also been studied from the orthogonal perspective, where
jobs that are in conflict may not be processed on the same machines. This problem was
already studied in the 1990’s (see e.g. [6, 7]), and there has been a series of recent results
[10, 15, 28] regarding the setting corresponding to MSRS where the conflict graph is a
collection of disjoint cliques.

Preliminaries. We introduce some additional notation, and a first observation that will be
used throughout the following sections.

For any set of jobs X let p(X) =
∑
j∈X pj denote its total processing time. Also let

p(j) = pj for all jobs j ∈ J . While creating or discussing a schedule, for any machine m
denote by p(m) the (current) total load of jobs on that machine m. Subsequently, for a set
of machines M , p(M) =

∑
m∈M p(m).

For any combination of a set X ∈ {J , C }, a relation ∗ ∈ {<,≤,≥, > }, and a num-
ber λ, we define X∗λ = {x ∈ X | p(x) ∗ λ }. Furthermore, given an interval v let Xv =
{x ∈ X | p(x) ∈ v }. For example it holds that J>1/2 = { j ∈ J | p(j) > 1/2 } and C(1/2,3/4] =
{ c ∈ C | p(c) ∈ (1/2, 3/4] }.

I Note 1. It holds that OPT ≥ max { p(J )
m ,maxc∈C p(c) }.

Hence, we assume that m < |C| as otherwise there is a trivial schedule with one machine per
class. Furthermore, let us assume that we sort the jobs in decreasing order of processing
time. Consider the jobs jm and jm+1 at position m and m+ 1. Note that it has to hold that
OPT ≥ p(jm) + p(jm+1), since either jm+1 has to be scheduled on the same machine as one
of the first m jobs, or two of the first m jobs have to be scheduled at the same machine.

2 A 5/3-approximation

In this section we introduce a first simple algorithm that gives some intuition on the problem
that will be used more cleverly in the next section. We start by lower bounding the makespan
T of an optimal schedule and construct a schedule with makespan at most 5

3T . The algorithm
works by placing full classes of jobs in a specific order. More precisely, first classes that
contain a job of size at least 1

2T , then classes with total processing time larger than 2
3T , and

lastly all residual classes get placed.

I Theorem 2. There exists an algorithm that, for any instance I of MSRS, finds a schedule
with makespan bounded by 5

3T in O(|I|) steps, where for the jobs jm and jm+1 with m-th and
(m+1)-st largest processing time we define T := max { 1

mp(J ),maxc∈C p(c), p(jm) + p(jm+1) }.

As noted earlier, T denotes a lower bound on the makespan. We scale each job by 1/T .
As a consequence all jobs have a processing time in (0, 1] and the total load is bounded by m.
Denote by CB+ := { c ∈ C | |c ∩ J>1/2| = 1 } all classes containing a job of size greater than
1/2. We aim to find a schedule with makespan in [1, 5/3]. The following two observations
are directly implied by the definition of T .

I Observation 3. For each class c ∈ C it holds that |c ∩ J>1/2| ≤ 1.
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I Observation 4. It holds that |CB+ | = |J>1/2| ≤ m.

Lastly, we address classes with a large total processing time.

I Lemma 5. Each class c ∈ C>2/3 \ CB+ can be partitioned into parts c1 and c2 = c \ c1 such
that 1/3 ≤ p(c1) ≤ 2/3 and p(c2) ≤ 2/3. This partition can be found in time O(|c|).

Proof. If there exists a job j> in c with p(j>) > 1/3, we define c1 = { j> } and c2 = c\c1. Note
that c does not contain a job with processing time larger than 1/2 and hence, p(c1) ∈ (1/3, 1/2]
and p(c2) = p(c)− p(c1) < 1− 1/3 = 2/3.

Otherwise, greedily add jobs from c to an empty set c1 until p(c1) ≥ 1/3 and set c2 = c\c1.
Since all the jobs of c have processing time at most 1/3, it holds that p(c1) ∈ [1/3, 2/3].
Consequently, it holds that p(c2) ≤ 2/3 as well. J

Algorithm: Algorithm_5/3

I Step 1. Consider all classes containing a job with processing time larger than 1/2, CB+ .
Each of these classes is assigned to an individual machine, and all jobs from such a class are
scheduled consecutively, see Figure 1a.
I Step 2. Consider all remaining classes with total processing time larger than 2/3, C>2/3\CB+ .
Try to add these classes on the machines filled with the classes CB+ and afterward proceeds
to empty machines, see Figure 1b. If the considered machine has load in (1, 5/3], close the
machine and no longer attempt to place any other job on it. Note that after placing the classes
CB+ all machines remained open. Let mi be the machine we try to place class c ∈ C>2/3 \CB+

on. If mi has load p(mi) ≤ 5/3 − p(c), place the entire class on this machine and close it.
Otherwise, partition the class c in two parts c1 and c2 such that p(c2) ≤ p(c1) ≤ 2/3 (cf.
Lemma 5). Place the larger part c1 on the current machine starting at 5/3− p(c1) and close
it, moving to the next machine. All jobs on this machine are delayed such that the first job
starts at p(c2). All jobs from c2 are scheduled between 0 and p(c2) on this machine. If it has
load of at least 1, this machine is closed as well.
I Step 3 (Greedy). Finally, place the classes C≤2/3 \CB+ , see Figure 1c. Consider the residual
machines one after another and add each class c ∈ C≤2/3 \ CB+ entirely to the considered
machine. As soon as the load of a machine exceeds 1 close it and move to the next.
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(c) Adding all other classes

Figure 1 The three steps of the algorithm (where J>1/2 = { J1, . . . , J5 })
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Algorithm Correctness.

I Lemma 6. Given any instance I = (m, C) of MSRS, Algorithm_5/3 produces a feasible
schedule with makespan at most 5

3OPT(I).

Proof. To prove the correctness and approximation ratio of the algorithm, we have to prove
the following points:

All jobs can be scheduled
The processing times of two jobs from the same class never overlap.
The latest completion time of a job is given by 5/3

We start by proving that all jobs are scheduled, by showing that the algorithm closes only
machines that have a total load of at least 1. Since the total load of the jobs is bounded by m,
when attempting to schedule the last class, there has to exist a non closed machine. The only
time the algorithm potentially closes a machine with load less than 1 is in step 2 when a class
C>2/3 \CB+ is split into two parts. Let cB+ be the class already on the machine and c1 and c2
be the parts of the class the algorithm tries to schedule in this step, such that p(c1) ≥ p(c2).
Since the class was split in two by the algorithm it holds that p(cB+) + p(c1) + p(c2) > 5/3.
Furthermore, since p(c1) + p(c2) ≤ 1 and p(c1) ≥ p(c2) it holds that p(c2) ≤ 1/2 and hence
p(cB+) + p(c1) > 7/6. Hence that closed machine has a load of at least 1.

Next, we prove that the processing of two jobs from the same class never overlaps in
time. Again, the only time one class is scheduled on more than one machine is step 2. When
placing the two parts these parts do not overlap, since they have a processing time of at
most 1 and one of the parts starts at 0 while the other ends at 5/3. The algorithm does
not generate any overlapping by shifting jobs already on the machine, since those have to
originate from classes in CB+ , which each got placed on an individual machine.

Finally, we prove that the latest completion time of a job is given by 5/3. After step 1 all
the machines have a load of at most 1, since each class has a total processing time of at most
1. In step 2, we only add an entire class if the total load is bounded by 5/3. If a class is
split, the part that is added has a total processing time of at most 2/3. Since before adding
this part the machine had a load of at most 1, the load of the closed machine is bounded by
5/3. This concludes the proof of Theorem 2. J

The existence and correctness of Algorithm_5/3 proofs Theorem 2.

3 A 3/2-approximation

In this section we introduce the more involved algorithm hinted at earlier. While the general
idea is similar, finding a lower bound T for the makespan and then placing classes depending
on included big jobs and total processing time, the steps are a lot more granular. We first
give a 3/2-approximation algorithm for instances without jobs of size bigger than 3/4T . After
that we introduce a second 3/2-approximation algorithm that places classes with jobs of size
bigger than 3/4T on distinct machines and fills them with other jobs in a clever way such
that we can reuse the first algorithm for the remaining classes.

I Theorem 7. There exists an algorithm that for any given instance I of MSRS finds a
schedule with makespan bounded by 3

2OPT in O(n+m log(m)) steps.

In the following let us assume that we have scaled the instance such that OPT = 1. In
order to provide a 3/2-approximation algorithm, we consider four different types of jobs.
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We split the jobs of a given instance into huge jobs JH = J>3/4 = { j ∈ J | pj > 3/4 },
big jobs JB = J(1/2,3/4] = { j ∈ J | pj ∈ (1/2, 3/4] }, medium jobs JM = J(1/4,1/2] =
{ j ∈ J | pj ∈ (1/4, 1/2] }, and all residual jobs (with a processing time of at most 1/4) which
we refer to as small jobs.

Furthermore, turning to the classes C we define the subset CH = { c ∈ C : |JH ∩ c| = 1 }
of all classes containing a huge job, the subset CB = { c ∈ C : |JB ∩ c| = 1 } of all classes
containing a big job, the subset C≥3/4 = { c ∈ C | p(c) ≥ 3/4 } of all classes with a total
processing time of at least 3/4, and the subset C(1/2,3/4) = { c ∈ C | p(c) ∈ (1/2, 3/4) } of all
classes with a total processing time in (1/2, 3/4).

I Lemma 8. For any normalized optimal schedule and the corresponding partition of C into
CH , CB , C≥3/4 \ (CH ∪ CB) and C \ C≥3/4 it holds that

|CH |+ max
{
|CB |,

⌈
1
2
(
|CB |+ |C≥3/4 \ (CH ∪ CB)|

)⌉ }
≤ m.

Proof. Clearly, it holds that |CH |+ |CB | ≤ m.
Let us consider the total load processed in the time corridor between 1/4 and 3/4 (over

the entire schedule). For each class c ∈ CH we have to schedule at least load 1/2 in this
corridor, since the tallest job in c, which has a processing time of at least 3/4, has to start
before 1/4 and has to end after 3/4. For each class c ∈ CB, at least load 1/4 is scheduled
in this corridor since its big job, which has a processing time in (1/2, 3/4), has to end after
1/2 and has to start before 1/2. Finally, each class in C≥3/4 \ (CH ∪ CB) has load of at least
3/4. Since at most 1/2 of this load can be scheduled outside of the corridor, there has to be
load of at least 1/4 scheduled inside of this corridor. Hence the total load scheduled in this
corridor is at least 1

2 |CH |+
1
4 (|CB |+ |C≥3/4 \ (CH ∪ CB)|).

Since each machine covers at most 1/2 of this load, it holds that

m ≥

⌈
1
2 |CH |+

1
4 (|CB |+ |C≥3/4 \ (CH ∪ CB)|

1
2

⌉
= |CH |+

⌈
1
2
(
|CB |+ |C≥3/4 \ (CH ∪ CB)|

)⌉
and that proves the claim. J

Next, we prove that in O(n+m log(m)) steps it is possible to find the smallest value T
with max { 1

mp(J ),maxc∈C p(c) } ≤ T ≤ OPT such that the instance scaled by 1/T fulfills
the properties from Observations 3 and 4 and Lemma 8. The algorithms presented in this
section will find a schedule with makespan at most 3/2 for this scaled instance, i.e. the
schedule for the original instance will have a makespan of at most (3/2)T .

I Lemma 9. In O(n + m log(m)) for any given instance I, it is possible to find a lower
bound T ≤ OPT such that for the instance normalized by 1/T and the corresponding partition
of C into CH , CB , C≥3/4 \ (CH ∪ CB) and C \ C≥3/4 it holds that

|CH |+ max
{
|CB |,

⌈
1
2
(
|CB |+ |C≥3/4 \ (CH ∪ CB)|

)⌉ }
≤ m.

Proof. By Note 1, we know that we can set T ≥ max { 1
mp(J ),maxc∈C p(c) }. Let p̃i denote

the (m+ 1)-st largest processing time (in a list of processing times containing one entry per
job). Since each machine can contain at most one job with processing times larger than
OPT/2, we set T ≥ max { 1

mp(J ),maxc∈C p(c), p̃m + p̃m+1 }. It is possible to find pm+1 in
O(n) steps, by using the famous median algorithm of Blum et al. [5].
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Since each class in CH ∪ CB contains an item with processing time ≥ 1/2, only the m
classes containing the largest items are candidates for these sets. These classes can be found
in O(n) by identifying the largest item of each class and comparing it to pm+1. Similarly
the number of classes in C≥3/4 is bounded by (4/3)m, which can be identified in O(n) by
comparing their processing time to max { 1

mp(J ),maxc∈C p(c), p̃m + p̃m+1 }.
After identifying the potential classes, we have to deal with at most O(m) classes. For

each of these classes there exist three threshold values for T ∈ N (i.e., d 4
3 (maxj∈c pj) +

1/3e, 2(maxj∈c pj)+1, and d 4
3p(c)+1/3e), that would categorize these classes to be no longer

in CH , CB , and C≥3/4, respectively, which after the first two steps can be found in O(m) for
all the classes, since they depend on the largest processing time in the class and the total
processing time of that class.

The algorithm can take all these values and sort them by size in O(m log(m)). Via
binary search in O(m log(m)), it is possible to find the smallest value T such that T ≥
max { 1

mp(J ),maxc∈C p(c), 2pm+1 } and for the instance normalized by 1/T and the corre-
sponding partition into of C into CH , CB , C≥3/4 \ (CH ∪ CB) and C \ C≥3/4 it holds that

|CH |+ max
{
|CB |,

⌈
1
2
(
|CB |+ |C≥3/4 \ (CH ∪ CB)|

)⌉ }
≤ m. J

In the following, we only consider the instance that was scaled by 1/T . We present two
Lemmas stating the possibility to partition some classes into two parts that will be scheduled
on two different machines.

I Lemma 10. Let c ∈ C≥3/4 and maxj∈c pj ≤ 3/4. Then c can be partitioned into two parts
č and ĉ with p(č) ≤ 1/2 and p(ĉ) ≤ 3/4 and p(č) ≤ p(ĉ). Furthermore, if maxj∈c pj ≤ 1/2, it
holds that p(č) ∈ (1/4, 1/2] or p(ĉ) ∈ (1/4, 1/2].

Proof. Let c ∈ C≥3/4 and maxj∈c pj ≤ 3/4. If maxj∈c pj > 1/2, we set ĉ to include the job
from c with size bigger than 1/2 and č = c \ ĉ. If maxj∈c pj ∈ (1/4, 1/2], then let c′ include
a maximal job from c and let ĉ, č ∈ {c′, c \ c′} be distinct such that p(č) ≤ p(ĉ). Lastly, if
maxj∈c pj ≤ 1/4, then we construct c′ by greedily adding jobs from c to c′ until p(c′) > 1/4
and again define ĉ, č ∈ {c′, c \ c′} to be distinct such that p(č) ≤ p(ĉ). J

I Lemma 11. Let c ∈ C with p(c) ∈ (1/2, 3/4) and maxj∈c pj ≤ 1/2. Then c can be
partitioned into two parts č and ĉ with p(č) ≤ p(ĉ) ≤ 1/2 and 1/4 < p(ĉ).

Proof. Let c ∈ C with p(c) ∈ (1/2, 3/4) and maxj∈c pj ≤ 1/2. If maxj∈c pj ∈ (1/4, 1/2], then
let c′ include a maximal job from c and let ĉ, č ∈ {c′, c \ c′} be distinct such that p(č) ≤ p(ĉ).
If maxj∈c pj ≤ 1/4, then we construct c′ by greedily adding jobs from c to c′ until p(c′) > 1/4
and again define ĉ, č ∈ {c′, c \ c′} to be distinct such that p(č) ≤ p(ĉ). 1/4 < p(ĉ) follows
directly from the fact that p(č) ≤ p(ĉ) and 1/2 < p(č) + p(ĉ). J

In the following, we will present two algorithms. The first can only handle instances with
classes that do not possess an item with processing time larger than 3/4. This algorithm will
be used as a subroutine for the second algorithm, which can handle all instances.

3.1 Algorithm for Instances without Huge Jobs
Here we give an algorithm for instances with |CH | = 0. We assume that the instance was
scaled by a value 1/T and the classes are categorized as described earlier. The main idea is
to repeatedly take combinations of classes with specific parameters which conveniently fill
one, two or three machines, without opening additional ones. Fill in this case means that the
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average load of full machines is in [1, 3/2]. We start with taking two classes with total size
in (1/2, 3/4) each, as those fill one machine. Then we continue with four classes with total
size ≥ 3/4 each, and show how those can be arranged to fill three machines. The procedure
continues with different combinations of classes until all jobs are scheduled. We show the
correctness of the algorithm by arguing that closed machines have on average load of at least
1, and every scheduled jobs is finished at 3/2. At some point in the algorithm we reach a
state where only jobs of classes with total load at most 1/2 are left. Those can be scheduled
greedily, by placing full classes on residual machines, until a machine has load at least 1.

Since we repeatedly have to refer to the jobs which have not been scheduled, we introduce
the notation of C̄X ⊆ CX to denote the subset of classes that have not been scheduled at the
described step for any class specifier X. Note that in the beginning of the algorithm, we
have C̄X = CX for all the sets. Furthermore, the algorithm will close some of the machines
during the construction of the schedule and will not add jobs to closed machines. We denote
the set of closed machines as Mc. The algorithm is as follows:

Algorithm: Algorithm_no_huge

I Step 1. By applying Lemma 10, partition every class c ∈ C>3/4 into two parts č, ĉ ⊆ c

with p(č) ≤ p(ĉ) ≤ 3/4 and p(č) ≤ 1/2.
I Step 2. While |C̄(1/2,3/4)| ≥ 2: Take c1, c2 ∈ C̄(1/2,3/4). Schedule c1 and c2 on one machine
such that c1 starts at 0 and c2 ends at 3/2.

B Claim. The load of each machine closed in this step is in (1, 3/2). After this step it holds
that |C̄(1/2,3/4)| ≤ 1, the partial schedule is feasible, and the total load of closed machines
Mc is at least |Mc|.

I Step 3. While |C̄≥3/4| ≥ 4: Take c1, c2, c3, c4 ∈ C̄≥3/4. On the first machine schedule ĉ1
and ĉ2, such that ĉ1 starts at 0 and ĉ2 ends at 3/2. On the second machine schedule č1 and
c3, such that č1 ends at 3/2 and starts after 1. On the third machine schedule č2 and c4,
such that č2 starts at 0 and ends before 1/2 followed by c4, see Figure 2b for an example.
Close all three machines.

B Claim. After this step |C̄(1/2,3/4)| ≤ 1 and |C̄≥3/4| ≤ 3, the partial schedule is feasible, and
the total load of closed machines Mc is at least |Mc|. Furthermore, all scheduled jobs are
finished by 3/2.

I Step 4. If |C̄≥3/4| ≥ 2 and |C̄(1/2,3/4)| = 1: Take c1, c2 ∈ C̄≥3/4 and c3 ∈ C̄(1/2,3/4). Schedule
c3 on the first machine, followed by ĉ1 such that it ends at 3/2. Schedule č1 on the second
machine followed by the jobs from c2 and close both machines, see Figure 2c for an example.

B Claim. After this step it holds that |C̄(1/2,3/4)| = 0 and |C̄≥3/4| ≤ 3 or it holds that
|C̄(1/2,3/4)| = 1 and |C̄≥3/4| ≤ 1. This implies that |C̄>1/2| ≤ 3 after this step and that C̄>1/2
contains at most one class with total processing time less than 3/4. Furthermore, the partial
schedule is feasible, the total load of closed machines Mc is at least |Mc|, and no scheduled
job finishes after 3/2.

Depending on the size of |C̄>1/2| the algorithm chooses one of three procedures:
I Step 5. If |C̄>1/2| ≤ 1: Place this class c on one machine. Fill this machine and the residual
machines greedily with the residual classes in C̄≤1/2.

B Claim. After this step it either holds that 2 ≤ |C̄>1/2| ≤ 3 or all jobs have been scheduled
feasibly with no job finishing after 3/2.
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Figure 2 Examples for Steps 2–5

Proof. In the latter case, we can place all remaining jobs, since there are at least as many
open machines as there is open load because before this step we had p(Mc) ≥ |Mc|. Each
opened machine will be filled with load in [1, 3/2], since each residual job has a size of at
most 1/2. J

I Step 6. If |C̄>1/2| = 2: Let C̄>1/2 = { c1, c2 } with p(c1) ≥ p(c2). We know that p(c1) ≥ 3/4.

1. If p(c2) ≤ 3/4:
a. If p(c1) + p(c2) ≤ 3/2: Schedule both on one machine (with c1 starting at 0 and c2

ending at 3/2), close it, and continue greedily with the residual jobs.
b. If p(c1) + p(c2) > 3/2: Place c2 on one machine followed by ĉ1 such that ĉ1 ends at

3/2 and close the machine. Place č1 on the next machine and continue greedily with
the residual jobs in C̄≤1/2.

2. If p(c2) ≥ 3/4:
a. If p(ĉ1) + p(ĉ2) ≤ 1: Schedule c2 followed by ĉ1 on one machine and close it. Start č1

at 0 on the next machine and continue greedily with the residual jobs in C̄≤1/2.
b. If p(ĉ1) + p(ĉ2) > 1: Then place ĉ1 and ĉ2 on one machine such that ĉ1 starts at 0

and ĉ2 ends at 3/2. Place č2 at the bottom and č1 at the top of the next machine.
Continue greedily with the residual classes in C̄≤1/2. Start placing them between č2
and č1 until the load of that machine is at least 1 and then continue with the empty
machines.

B Claim. After this step it either holds that |C̄>1/2| = 3 or all jobs have been scheduled
feasibly with no job finishing after 3/2.

Proof. We will prove the latter case. If p(c2) ≤ 3/4, the load of the machines that contains
either c1 and c2 or only c2 and ĉ1 has a load in (1, 3/2]. Each residual class (or part of a
class) has a total processing time of at most 1/2. Furthermore, up to this step, it holds that
p(Mc) ≥ |Mc|. As a consequence, greedily scheduling the residual classes starting with č1 is
possible.

If, on the other hand, p(c2) > 3/4 holds, the machine containing c2 and ĉ1 (or ĉ2 and ĉ1
respectively) has a total load of at least 1 in either case, and placing č1 (and č2) as described
does not provoke an overlapping of two jobs requiring the same resource (see Figure 3).
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Figure 3 Examples for Step 6 and Step 7. Orange blocks represent space for residual classes.

Furthermore, the machine containing c2 and ĉ1 (or ĉ2 and ĉ1 respectively) has a total load of
at most 3/2 since p(č2) + p(ĉ1) + p(ĉ2) ≤ 1/2 + 1 if p(ĉ1) + p(ĉ2) ≤ 1 and p(ĉi) ≤ 3/4 for
i ∈ {1, 2}. The residual classes again can be scheduled greedily. This is easy to see in the
case p(ĉ1) + p(ĉ2) ≤ 1 and otherwise we have p(č2) + p(č1) ∈ [0, 1) and hence the remaining
gap has a size of at least 1/2. Since all remaining classes have total load of at most 1/2 it is
possible to greedily add such classes until the total load of that machine is at least 1 or all
remaining classes have been placed. J

I Step 7. If |C̄>1/2| = 3: Then C̄>1/2 = C̄≥3/4. Let C̄≥3/4 = { c1, c2, c3 }.

1. If there exists an i ∈ { 1, 2, 3 } such that ĉi ≤ 1/2: Let w.l.o.g. ĉ1 ≤ 1/2. On the first
machine schedule ĉ1 followed by all the jobs from c2. On the next machine schedule
all the jobs from c3 and the job č1 such that it ends at 3/2 and close both machines.
Greedily schedule the jobs in C̄≤1/2 on the non-closed machines.

2. If ĉi > 1/2 for all i ∈ { 1, 2, 3 }: Place ĉ1 and ĉ2 on one machine such that ĉ1 starts at 0
and ĉ2 ends at 3/2.
a. If p(č1) + p(č2) + p(c3) ≤ 3/2: On the next machine place č2 followed by c3 and č1 and

let č1 end at 3/2. Close both machines.
b. If p(č1) + p(č2) + p(c3) > 3/2: Then w.l.o.g. p(č1) > 1/4 and we place c3 and č1 on the

next machine, such that č1 ends at 3/2. Close both machines. On the next machine
place č2 such that it starts at 0.

Greedily schedule the jobs in C̄≤1/2 on the non-closed machines.

B Claim. After this step, all scheduled jobs are finished by 3/2 and the schedule is feasible.

Proof. Note that the two machines containing the classes c1, c2, and c3 (or c1, ĉ2, and c3
respectively) have a total load of at least 2. As a consequence, all machines Mc closed to this
point have a load of at least |Mc|. As a consequence there residual load fits on the residual
machines. When greedily scheduling the classes each machine is overloaded by at most 1/2,
since each residual class has a processing time of at most 1/2. J

I Lemma 12. Given an instance I = (m,J , C) that does not contain a huge job, the
algorithm Algorithm_no_huge finds a schedule with makespan at most 3

2T , where T =
max { 1

mp(J ),maxc∈C p(c), p̃m + p̃m+1 }.
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3.2 Algorithm for the General Case
Now we present the above-mentioned algorithm that can handle any instance of the problem
and uses the previous algorithm in a subroutine. More specifically, this algorithm places all
classes which contain a huge job on a separate machine and fills those machines with jobs
from other classes. This is done by working through different combinations of classes until
we reach a point where we can handle the remaining classes and machines as a separate
problem instance, at which point the previous algorithm is used. As before we assume that
the instance is scaled by a value 1/T and the classes are categorized as described earlier.

We keep the following invariant of the remaining instance over the whole algorithm.

I Invariant. The total load of unscheduled jobs and jobs placed on open machines is bounded
by the number of open machines (open machines are all machines not explicitly closed) and
in each step the cardinality of the set of unused machines M̄u is at least

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ (CH ∪ CB)|)/2e } .

Algorithm: Algorithm_3/2

I Step 1. Combine specific jobs of the same class into one job. The simplification is done as
follows: Iterate all classes c ∈ C

If c ∈ CH combine all jobs in c to one huge job.
Else if p(c) > 3/4 partition it into parts ĉ and č with p(č) ≤ p(ĉ) ≤ 3/4 and p(č) ≤ 1/2.
Introduce for each part a new job with processing time p(ĉ) and p(č), see Lemma 10.
Else if c ∈ C(1/2,3/4) ∩ CB: partition it into ĉ and č, such that ĉ contains the largest job
and č contains the rest.
Else if c ∈ C(1/2,3/4) \ CB partition it into parts ĉ and č with p(č) ≤ p(ĉ) ≤ 1/2, see
Lemma 11.
Else if p(c) ≤ 1/2 introduce one job of size p(c).

B Claim. This partition is feasible and every solution for this simplified instance, will still
be a solution for the original instance.

I Step 2. For each c ∈ CH : Open one new machine and assign class c to it. Let MH be the
set of these opened machines. Close all the machines that have load exactly 1. Denote by
M̄H the set of currently open machines containing a class from CH .

B Claim. After this step, there are |M̄H | many open machines with load in (3/4, 1), |C̄H | = 0.
For the residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ (CH ∪ CB)|)/2e } and p(M̄H)+p(C̄) ≤ |M̄u|+ |M̄H |.

I Step 3. Assign classes cs with p(cs) ≤ 1/2 greedily to machines M̄H and close each machine
with load at least 1. Continue until either no machines in M̄H with load less than 1 is left,
or no class with load at most 1/2 is left. If |M̄H | = 0, continue with Algorithm_no_huge on
the residual instance.

B Claim. After this step either all jobs are scheduled feasibly or it holds that |M̄H | ≥ 1 and
|C̄≤1/2| = 0. Furthermore, the partial schedule is feasible, all scheduled jobs are finished by
3/2 and for the residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.
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Proof. Since we only close machines with load at least one in this step and did not open
any new machine, the invariant on the number of unused machines is trivially true. Hence,
if we have used Algorithm_no_huge on the residual instance, by Lemma 12 it generates a
schedule with makespan at most 3/2 because p(C̄) ≤ |M̄u| at that point and no class was
scheduled partially. J

I Step 4. While |M̄H | ≥ 2 and |C̄(1/2,3/4) \ C̄B | ≥ 1: Take m1,m2 ∈ M̄H , c ∈ C̄(1/2,3/4) \ CB .
Shift the huge job on m2 up such that it ends at 3/2 and starts at or after 1/2. Schedule ĉ
on m1 such that it ends at 3/2, schedule č on m2 starting at 0 and close both machines, see
Figure 4a. If |M̄H | = 0, continue with Algorithm_no_huge on the residual instance.
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Figure 4 Examples for Step 4, Step 6, and Step 8

B Claim. After this step either all jobs are scheduled feasibly or one of the following
two conditions holds: |M̄H | = 1 and |C̄≤1/2| = 0, or |M̄H | ≥ 2 and |C̄ \ (CB ∪ C̄≥3/4)| = 0.
Furthermore, the partial schedule is feasible, all scheduled jobs are finished by 3/2 and all
machines not in M̄H are either closed or empty and for the residual empty machines M̄u it
holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.

Proof. Note that we have not opened any other machine in this step, hence the lower bound
on |M̄u| is trivially true. The total load of m1,m2 and c is at least 2 · 3/4 + 1/2 = 2. Hence
in each of these steps, we close two machines but also reduce the residual load by at least 2,
proving the upper bound on the residual load. Hence, if we have used Algorithm_no_huge
on the residual instance, by Lemma 12 it generates a schedule with makespan at most 3/2
because p(C̄) ≤ |M̄u| at that point and no class was scheduled partially. J

I Step 5. If |MH | = 1:

If there exists c ∈ C̄ \ CB : Choose c′ ∈ { ĉ, č } with c′ ∈ (1/4, 1/2]. Schedule c′ on the last
open machine m0. Use Algorithm_no_huge to schedule the residual instance, including
the job c′′ ∈ c \ c′. "Rotate" the load on m0, such that c′ does not overlap with c′′.
If C̄ \ CB is empty: Assign all the residual classes to an individual machine.
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B Claim. After this step all jobs have been scheduled feasibly or |M̄H | ≥ 2 and |C̄ \ (CB ∪
C̄≥3/4)| = 0. Additionally the partial schedule is feasible, all scheduled jobs are finished by
3/2 and for the residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.

Proof. First consider the case that C̄ \ CB 6= ∅. We know that such a required c′ exists. This
is given by Lemma 11 and Lemma 10 for classes in C̄(1/2,3/4) \CB and C̄≥3/4 \CB , respectively.
The residual instance will be scheduled with the algorithm for instances without huge jobs.
This generates a feasible schedule, since all machines that are non empty before the start
of this subroutine have load at least 1. Furthermore only class c is partially scheduled and
the load on m0 can be rotated, such that ĉ and č do not overlap. This rotation is always
possible: The residual job c′′ of the class is smaller than 3/4 and will therefore be scheduled
consecutively by Algorithm_no_huge. No matter when c′′ gets scheduled, before or after it
will be a large enough gap that fits c′, since c′ got scheduled starting at 0 (or ending at 3/2
after the rotation). Therefore, a correct rotation is possible.

In the case that C̄ \ CB = ∅, we put the residual classes to individual machines. This
is possible since only classes in CB are left and the number of residual machines is at least
|C̄B |. J

I Step 6. While |M̄H | ≥ 1, |C̄(1/2,3/4) ∩ CB | ≥ 1, and |C̄≥3/4| ≥ 1: Take m1 ∈ M̄H ,
b ∈ C̄(1/2,3/4) ∩ CB and c ∈ C̄≥3/4. Open one new machine m2. Schedule č on m1 such that it
ends at 3/2. Schedule ĉ on m2 such that it starts at 0 and ends before 3/4. Schedule b at
m2 such that it ends at 3/2, see Figure 4b. Close both machines. If |M̄H | = 0, continue with
Algorithm_no_huge on the residual instance.

B Claim. After this step all jobs are scheduled feasibly or |M̄H | ≥ 1 and |C̄\(C̄(1/2,3/4)∩CB)| =
0 or |C̄ \ C̄≥3/4| = 0. Furthermore, all jobs are scheduled feasibly in this step, all scheduled
jobs are finished by 3/2 and for the residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.

Proof. Note that we open one more machine in each iteration of the step. This machine
has to exist, since in each of these steps, we have |C̄B |+ |C̄≥3/4 \ CB | ≥ 2. In this step, we
have reduced |C̄B |+ |C̄≥3/4 \ CB | by 2 and |C̄B | at least by 1. Hence there still have to exist
max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } unused machines. In each iteration of this step, we
close two machines but also reduce the residual load by at least 3/4 + 1/2 + 3/4 = 2, proving
the upper bound on the residual load.

Hence, if we have used Algorithm_no_huge on the residual instance, by Lemma 12 it
generates a schedule with makespan at most 3/2 because p(C̄) ≤ |M̄u| at that point and no
class was scheduled partially. J

I Step 7. If |C̄(1/2,3/4) ∩ CB | 6= 0, open one machine for each of these classes.

B Claim. After this step all jobs are feasibly scheduled or it holds that |M̄H | ≥ 1 and all
residual classes have a total processing time of at least 3/4, all scheduled jobs are finished by
3/2 and for the residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.

Proof. Note that if |C̄(1/2,3/4)∩CB | 6= 0 this set is the only set containing unscheduled classes.
Since we still have |M̄u| ≥ |C̄B | unused machines, we can feasibly open one machine for each
of these classes and are done. J
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I Step 8. While |M̄H | ≥ 2 and |C̄≥3/4| ≥ 2: Take m1,m2 ∈ M̄H , c1, c2 ∈ C̄≥3/4 starting
with the classes in C̄B. Shift all jobs on m2 to the top, such that the last job ends at 3/2.
Schedule č1 on m1 as one block that ends at 3/2 and all the jobs from č2 as one block on
m2 that starts at 0. Open one more machine m3 where we start the jobs from ĉ1 at 0 and
let the last job from ĉ2 end at 3/2, see Figure 4c. Close all three machines m1,m2,m3. If
|M̄H | = 0, continue with Algorithm_no_huge on the residual instance.

B Claim. After this step all jobs are scheduled or it holds that either |M̄H | = 1 or |C̄≥3/4| ≤ 1.
Furthermore |C̄ \ C̄≥3/4| = 0 and in each iteration the partial schedule is feasible, all scheduled
jobs are finished by 3/2 and for the residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.

Proof. In each of these steps, no two jobs from the same class overlap. Note that we
open one more machine in each iteration of the step. This machine has to exist, since
|C̄B |+ |C̄≥3/4 \ CB | ≥ 2 before this step. Since all remaining classes have load at least 3/4 it
holds that |C̄B | = |C̄B | ∩ C̄≥3/4. Therefore, if |C̄B | 6= 0 we used at least one such class and
reduced |C̄B | by at least 1. We also reduced |C̄B |+ |C̄≥3/4 \ CB | by 2 and hence there are still
max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } unused machines. Lastly, in each of these steps, we
close three machines but also reduce the residual load by at least 3 (4 classes with processing
time at least 3/4 each), proving the upper bound on the residual load.

Hence, if we have used Algorithm_no_huge on the residual instance, by Lemma 12 it
generates a schedule with makespan at most 3/2 because p(C̄) ≤ |M̄u| at that point and no
class was scheduled partially. J

I Step 9. If |M̄H | ≥ 2 or |C̄ \ CB | = 0, open one machine for each of the remaining classes.

B Claim. After this step either all jobs are scheduled or it holds that |M̄H | = 1, |C̄\C̄≥3/4| = 0,
C̄ \ CB 6= ∅, the partial schedule is feasible, all scheduled jobs are finished by 3/2, and for the
residual empty machines M̄u it holds that

|M̄u| ≥ max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } and p(M̄H) + p(C̄) ≤ |M̄u|+ |M̄H |.

Proof. Due to the previous steps |M̄H | ≥ 2 implies |C̄≥3/4| ≤ 1, and if |C̄≥3/4| = 0 we have
already scheduled all the jobs. Otherwise if |C̄≥3/4| = 1, there has to be one unused machine
because there are at least max { |C̄B |, d(|C̄B |+ |C̄≥3/4 \ CB |)/2e } unused machines.

If, on the other hand, |C̄ \ CB | = 0, we still have |M̄u| ≥ |C̄B | unused machines, we can
feasibly open one machine for each of these classes and are done. J

I Step 10. If |M̄H | = 1, take c ∈ C̄ \ CB . It holds that p(c) ≥ 3/4 and there exists c′ ∈ { ĉ, č }
with p(c′) ∈ (1/4, 1/2]. Place c′ on m0 ∈ M̄H . Continue with Algorithm_no_huge to
schedule the residual jobs including the job c′′ ∈ c \ { c′ }. Rotate the load on m0 such that
c′ does not overlap with c′′.

B Claim. After this step all jobs are scheduled feasibly and all scheduled jobs are finished
by 3/2.

Proof. The algorithm for instances without huge jobs, can feasibly finish the schedule with
makespan at most 3/2 by Lemma 12 since p(C̄) ≤ |M̄u| at that point, all non empty machines
have load at least 1 on average, and every class except c is either fully scheduled, or not
scheduled at all. Like in Step 5, the rotation makes sure that there is no conflict within c. J
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I Lemma 13. Given any instance I = (m, C) of MSRS, Algorithm_3/2 produces a feasible
schedule with makespan at most 3

2OPT(I).

Proof. This is a direct consequence when considering the state after each step of the
algorithm. J

The existence and correctness of algorithm Algorithm_3/2 proofs Theorem 7.

4 Approximation Schemes

In this section, we consider approximation schemes for the problem at hand. An approximation
scheme is an algorithm which is given a parameter ε > 0 and an instance I and computes a
feasible solution to I whose objective value is guarantied to differ from the optimum OPT(I)
by at most εOPT(I). Such an algorithm is called an efficient polynomial-time approximation
scheme (EPTAS), if its running time is f(ε) · |I|O(1) for some computable function f . We
present two results:

I Theorem 14. There exists an EPTAS for MSRS if either the number m of machines
is constant or bεmc additional machines may be used, i.e., some resource augmentation is
allowed.

To achieve these results, we follow a framework that was introduced in [19] and also used
in [20]. In particular, we consider a simplified version of the problem and prove the existence
of a certain well-structured solution with only bounded loss in the objective compared to an
optimal solution. The problem of finding such a solution then can be formulated as an integer
program (IP) of a particular form. This IP can be solved efficiently using n-fold integer
programming algorithms. Furthermore, we guarantee that the solution for the simplified
problem can be used to derive a solution for the original one with only little loss in the
objective value. The main challenge lies in the design of the well-structured solution and the
proof of its existence. This also causes the limitations of our result: A certain group of jobs
may cause problems in the respective construction and to deal with them we either use a
more fine-grained approach, yielding a polynomial running time if m is constant, or place
the respective jobs on (few) additional machines using resource augmentation.

4.1 Simplification
We use the standard technique (see [18]) of applying a binary search framework to acquire
a makespan guess T . The goal is then to either find a schedule of length (1 + O(ε))T or
correctly report that no schedule of length T exists. We introduce parameters δ and µ and
call jobs j big, medium, or small, if pj ∈ (δT, T ], pj ∈ (µT, δT ], or pj ∈ (0, µT ], respectively.
Furthermore, we assume ε < 0.5.

Choosing the Parameters. We set µ = ε2δ and choose δ depending on the instance and
on whether we consider the case with a constant number of machines or not. If m is part of
the input, we choose δ ∈ {ε, ε2, . . . , ε2/ε2} such that the following two conditions hold:

1. The overall size of jobs j with size pj ∈ (µT, δT ] is at most ε2mT .
2. The overall size of jobs j with size pj ≤ δT from classes in which these jobs have overall

size in (µT, δT ] is at most ε2mT .

If, on the other hand, m is fixed, we choose δ ∈ {ε, ε2, . . . , ε2m/ε} such that:
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1. The overall size of jobs j with size pj ∈ (µT, δT ] is at most εT .
2. The overall size of jobs j with size pj ≤ δT from classes in which these jobs have overall

size in (µT, δT ] is at most εT .

Such a choice is possible in both cases due to the pigeonhole principle.

Removing the Medium Jobs for fixed m. Let I be the input instance and I1 the instance
we get if we remove all the medium jobs.

I Lemma 15. Let m be a constant. If there is a schedule with makespan T ′ for I, then there
is also a schedule with makespan T ′ for I1; and if there is a schedule with makespan T ′ for
I1, then there is also a schedule with makespan T ′ + εT for I.

Proof. The first implication is obvious. For the other direction, note that the overall size of
the medium jobs is upper bounded by εT in this case and hence we can place all of them at
the end of the schedule on some arbitrary machine. J

Removing the Medium Jobs for m Part of Input. Let I be the input instance and I1 the
instance we get if we remove all the medium jobs from classes including at most εT medium
load and the entire classes containing more than εT medium load.

I Lemma 16. Let m be part of the input. If there is a schedule with makespan T ′ for I, then
there is also a schedule with makespan T ′ for I1; and if there is a schedule with makespan
T ′ for I1, then there is also a schedule with makespan T ′ + εT for I using at most bεmc
additional machines.

Proof. The first direction is again obvious. For the other direction, we first consider the
medium jobs from classes including at most εT medium load. We again place these jobs
at the end of the schedule. In particular, they can be placed using the following greedy
approach. We always place all the respective jobs belonging to the same class on the same
machine and hence we may glue them together, i.e., assume that each class only contains one
job (of size at most εT ). The jobs are considered ordered decreasingly by size. On the current
machine, we place the jobs starting at time T ′ one after another until the placement of the
next job would result in a makespan greater than T ′ + εT or until no job is left. If there are
jobs left, we continue on the next machine. Note that due to the ordering of the jobs, we can
guarantee that each machine on which we stopped placing jobs to avoid a makespan greater
than T ′ + εT , we can guarantee that they did receive a load of at least 0.5εT > ε2T (using
ε < 0.5). Since the overall load of the medium jobs is at most ε2mT , all the considered jobs
can be placed.

Next, we consider the classes including more than εT medium load which were removed
completely. Let C′ be the set of classes containing more than εT medium load and let pm(c)
the corresponding load. Then |C′|εT <

∑
c∈C′ pm(c) ≤ ε2mT yielding |C′| < εm. Hence, we

can place these classes on bεmc additional machines such that each machine receives exactly
one class. Since we place the entire classes, this cannot cause conflicts. J

Removing Some Small Jobs. A (T ′, L′)-schedule is a schedule with makespan at most T ′
and at least L′ idle time throughout the schedule. Let I2 be the instance we get if we remove
all the small jobs from classes in which these jobs have overall size of at most δT from I1.
Let L be the overall size of the jobs removed in this step. We obviously have:

I Lemma 17. If there is a schedule with makespan T ′ for I1, then there is also a (T ′, L)-
schedule for I2.
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Layered Schedule and Rounded Processing Times. Next, we will consider certain well-
structured schedules called layered schedules. For some positive number ξ, we call a schedule
ξ-layered, if the processing of each job starts at a multiple of ξ. The time between two such
multiples is called a layer and the corresponding time on a single machine a slot.

In the following we show, that such a layered schedule can be generated, by rounding
processing times and fusing jobs. Let I3 be the instance we get if we round the processing
times of the big jobs and replace the remaining small jobs with placeholders. In particular, let
p′j = dpj/(εδT )eεδT be the rounded size for each big job j. Furthermore, for each class c ∈ C
with ps(c) =

∑
j∈c,pj≤µT pj > δT , we remove the small jobs and introduce dps(c)/(εδT )e

new jobs with processing time εδT each.

I Lemma 18. If there is a (T ′, L)-schedule for I2, then there is also an εδT -layered ((1 +
2ε)T ′, L)-schedule for I3.

Proof. Consider a (T ′, L)-schedule for I2 and picture each job in a container. We stretch
the schedule by a factor of (1 + 2ε), and, in doing so, we move and stretch the containers
correspondingly. The jobs inside the container, however, are not stretched. Note that each
job can be moved inside its container without creating conflicts and we initially move each
job to the bottom of its container. Next, we move each big job inside its container up such
that it starts at the next layer border and increase its size to the rounded size. Since each
big job j has size at least δT its container has size at least pj + 2εδT and therefore each job
remains inside its container. At this point, each big job starts and ends at a layer border
and has the correct rounded size.

Next, we consider the small jobs. Let S be the set of small jobs in I2 and nc the number
of placeholders we want to introduce for class c, i.e., nc = dps(c)/(εδT )e. For each class c,
we grow the size of the small jobs inside their containers until the overall size of the jobs
in c ∩ S is equal to ncεδT . This is again possible since ps(c) > δT . We denote the changed
processing time of a small job j as p∗j . Now, slots in which (parts of) some small job are
placed can only contain small load due to the steps we performed for the big jobs. We will
use the initial distribution of the small jobs as a starting point to find a feasible placement
of the placeholder jobs in the layers. To do so, we first need some additional notation. Let
Ξ =

{
` ∈ Z>0

∣∣ (`− 1)εδT ≤ (1 + 2ε)T ′
}
be the set of layers; λ(j, `) the fraction of job j ∈ S

placed in layer ` ∈ Ξ (i.e.
∑
`∈Ξ λj,` = 1); p∗` =

∑
j∈S λj,`p

∗
j the small load placed in layer `;

k` = dp∗`/(εδT )e the rounded up number of slots needed for the overall small load in `; and
γc,` = d

∑
j∈c∩S λj,`e ∈ {0, 1} a parameter indicating whether a small job belonging to class

c is scheduled in layer `. Note that we have
∑
`∈Ξ

∑
j∈S∩c λ(j, `) = nc We now construct a

flow network with integral capacities for which the given placement of the small jobs yields a
maximum flow and utilize flow integrality to find a feasible placement for the placeholder.
A very similar approach was taken in [19, 20]. The flow network is defined as follows and
visualized in Figure 5.

There is a source α, a sink ω, a node uc for each class c, and a node v` for each layer `.
The source is connected to each class node uc via an edge (α, uc) with capacity nc.
Each class node uc is connected to each node v` via an edge (uc, v`) with capacity γc,`.
Each layer node v` is connected to the sink via an edge (v`, ω) with capacity k`.
A maximum flow f is given by f(α, uc) = nc, f(uc, v`) =

∑
j∈S∩c λ(j, `), and f(v`, ω) =∑

j∈S λ(j, `).

It is easy to check that f is indeed a feasible maximum flow. Moreover, all capacities are
integral and hence there exists an integral flow f ′ with the same value. We now remove
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α
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...

v`
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ω

Classes Layers

nc γc,` k`

Figure 5 Flow network used in the construction of a layered schedule.

all the small jobs from the schedule and assign the placeholders into slots according to f ′.
In particular, we assign a placeholder small job belonging to class c to a slot in layer ` if
f ′(c, `) = 1. Since slots that originally did receive some small jobs cannot contain any big
load, the definition of k` together with flow conservation imply that there are enough slots
to do so. Furthermore, this cannot produce conflicts since each layer receives at most one
placeholder job of each class and the presence of a big job of a class c in a layer ` implies
γc,` = 0 and hence prevents the placement of a placeholder. Hence, we did construct a
layered schedule with makespan at most (1 + 2ε)T ′ for I3. Finally note that the free space is
preserved as well since jobs were only increased inside their containers after the stretching
step. J

Reinserting the Small Jobs. Finally, we discuss the reinsertion of all of the small jobs as
well as the use of the original sizes:

I Lemma 19. If an εδT -layered (T ′, L)-schedule for I3, then there is also a schedule with
makespan (1 + ε)T ′ + εT for I1.

Proof. We first discuss the insertion of the small jobs starting with the ones from classes in
which small jobs have overall size in (µT, δT ]. Due to the choice of the medium jobs, the
respective jobs have overall size of at most ε2mT if m is part of the input or εT if m is
constant. In the former, we can use a simple greedy procedure similar to the one in the proof
of Lemma 16 to place them at the end of the schedule, and in the latter, we can just place
all of them at the end of the schedule on an arbitrary machine. In either case, the objective
value grows by at most εT .

Next, we stretch the schedule by a factor of (1 + ε) increasing the sizes of the jobs, layers,
and free space accordingly. Now, each placeholder small job has a size of (1+ε)εδT = εδT+µT .
Hence, if we remove a placeholder belonging to a class c and greedily place original small
jobs of class c into the respective slot, we can guarantee that at least a load of εδT is placed
(unless all of the small jobs of the class already have been placed). Finally, we place the jobs
from classes in which the small jobs have an overall size of at most µT . If there is a big job
in the same class, we fix one of them and decrease its size by µT (this is a smaller decrease
than the increase due to the stretching step) and place the small jobs in the freed space.
Else, we can place them greedily in the free slots placing all the jobs of the same class in
the same slot (again utilizing that each free slot was increased by µT in the stretching step).
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This cannot produce conflicts since these classes do not contain any big jobs. In a last step
we reduce the sizes of the big jobs to their original ones. J

4.2 Integer Program

To find a layered schedule, we utilize an IP approach. The corresponding IP is essentially
a module configuration IP as introduced in [19] but, for the sake of simplicity, we diverge
from the notation in the respective work. Considering Lemmas 15–18, we set T ′ = (1 + 2ε)T
and search for an εδT -layered (T ′, L)-schedule for I3. We introduce some notation. Let
Ξ =

{
` ∈ Z>0

∣∣ (` − 1)εδT ≤ (1 + 2ε)T ′
}
be the set of layers, P be the set of distinct

processing times in I3, and n(c)
p the number of jobs of size p in class c for each p ∈ P and

c ∈ C. Furthermore, we define a (time) window as a pair (`, p) ∈ Ξ× P of a starting layer
` and a processing time p, and a configuration K as a selection of windows {0, 1}W such
that no two conflicting windows are chosen, i.e.,

∑
(`,p)∈W`′ K`,p ≤ 1 for each layer `′. The

set of configurations is denoted as K, the set of windows as W, and the the set of windows
intersecting layer ` asW`. A window (`, p) intersects p/(εδT ) many succeeding layers starting
with layer `.

I Observation 20. We have |P | ∈ O(1/(εδ)), |Ξ| ∈ O(1/(εδ)), |W| ∈ O(1/(εδ)2), and
|K| ∈ 2O(1/(εδ)2).

Proof. Due to the rounding, the processing times are multiples of εδT and upper bounded by
T+εδ. Hence, we have P ∈ O(1/(εδ)) and essentially the same argument yields Ξ ∈ O(1/(εδ))
which directly implies |W| ∈ O(1/(εδ)2) which in turn yields |K| ∈ 2O(1/(εδ)2). J

In the IP, we have a variable xK ∈ {0, . . . ,m} for each k ∈ K, a variable y(c)
`,p ∈ {0, . . . , n}

for each class c ∈ C and window (`, p) ∈ W, as well as the following constraints:∑
K∈K

xK = m (1)∑
K∈K

K`,pxK =
∑
c∈C

y
(c)
`,p ∀(`, p) ∈ W (2)∑

`∈Ξ
y

(c)
`,p = n(c)

p ∀c ∈ C, p ∈ P (3)∑
(`′,p)∈W`

y
(c)
`′,p ≤ 1 ∀c ∈ C, ` ∈ Ξ (4)

The variables y(c)
`,p are used to reserve time windows for the placement of jobs belonging to

class c, (3) guarantees that the correct number is chosen, and due to (4) placing the respective
jobs in the windows will not create conflicts. Furthermore, the variables xK are used to
chose m configurations (due to (1)). Each such configuration corresponds to a scheduling
pattern on one of the m machines. In particular, a configuration is by definition a selection
of non-overlapping time windows and in (2) we make sure that these configurations cover
the selected windows. Hence, it is easy to construct a solution for the IP given a εδT -layered
(T ′, L)-schedule and vice-versa yielding:

I Lemma 21. There exists an εδT -layered (T ′, L)-schedule for I3, if and only if the above
IP is feasible.
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4.3 Algorithm and Analysis
Summing up, we use a binary search framework to get the makespan guess T , perform
the simplification steps described in Lemmas 15–18, formulate and solve the described IP,
construct a schedule from the IP solution, and transform it into a schedule for the original
instance using the steps described in Lemmas 15, 16, 18, and 19. For the given makespan
guess T , we thus find a schedule with makespan at most (1+ε)(1+2ε)T +2εT = (1+O(ε))T
or, if the IP is not feasible, correctly report that a schedule with makespan T does not exist.

Regarding the running time, it is easy to see that the critical step lies in solving the
IP, since all the other ones mostly involve simple changes of the instance and fast greedy
procedures that obviously run in polynomial time. Hence, we take a closer look at the IP
and again essentially apply the approach introduced in [19], i.e., solving it via n-fold integer
programming.

N-fold Integer Programming. A (generalized) n-fold IP is an IP of the form

min{cTx | Ax = b, ` ≤ x ≤ u, x ∈ ZNt}

with N, r, s, t ∈ Z>0, c, `, u ∈ ZNt, b ∈ Zr+Ns, Ai ∈ Zr×t and Bi ∈ Zs×t for each i ∈ [N ], as
well as

A =


A1 . . . AN
B1 . . . 0
...

. . .
...

0 . . . BN

 .

The n-fold IPs and variants thereof are intensively studied in ongoing research and there has
been a series of better and better algorithms presented in recent years. For an overview of
most of these developments, we refer to the extensive work [13]. We will employ the most
recent result for this family of problems by Cslovjecsek et al. [8]:

I Theorem 22. The N-fold integer programming problem with ∆ the maximum absolute
value occurring in A can be solved in time 2O(rs2)(rs∆)O(r2s+s2)(Nt)1+o(1).

We call N the number of blocks, r the number of global constraints, s the number of local
constraints, and t the number of block variables.

Application to the Present IP. We have to slightly change our IP in order to bring it into
the above form. In particular, we copy the variables xK such that each variable is present
|C| many times but do not use any of these variables except for the original copy (hence the
constraints are not changed). Furthermore, we introduce slack variables for Equation (4)
to transform the constraint into an equation. After performing these steps the number of
blocks N is equal to |C|, the number of block variables is given by |K|+ |W|+ |Ξ|, and the
number of global and local constraints by |W| + 1 (Equations (1) and (2)) and |P | + |Ξ|,
respectively. Furthermore, the parameter ∆ is equal to 1. Hence, the IP can be solved in
time f(1/ε) · |I|O(1) for some doubly exponential function f .

5 Inapproximability Results

We consider the case in which each job may need more than a single resource. Let us assume
that we have a set R of resources and each job j needs some subset R(j) in order to be
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processed. The classes then correspond to subsets of resources R ⊆ R with J (R) = {j ∈ J |
R(j) = R}. We can adapt an APX-hardness result from [14] by recreating their conflict
graph with resources. This is done by creating a resource re per edge e = {u, v} and letting
jobs u and v require that resource. This reduction needs 2 machines, job sizes in 1, 2, 3, 4 but
roughly as many distinct resources per job, as there are jobs. Subsequently, we give a new
unrelated reduction for an instance of the problem with a constant bound on the number of
distinct resources per job.

I Theorem 23. There is no 5/4− ε approximation algorithm with ε > 0 for the MSRS with
multiple resources per job if P 6= NP . This holds true, even if no job needs more than 3
resources (∀j ∈ J : |R(j)| ≤ 3) and all jobs have processing time 1, 2 or 3 (∀j ∈ J : p(j) ∈
{1, 2, 3}). Furthermore, this also holds when the number of machines is unlimited.

Proof. We show this by giving a reduction from the NP-hard Monotone 3-Sat-(2,2)
problem [9], which is a satisfiability problem with the following restrictions: The boolean
formula is in 3CNF, each clause contains either only unnegated or negated variables and
each literal appears in exactly 2 clauses (and every variable in exactly 4 clauses). Note here,
that we only use the bounded occurrence of literals, not the monotony.

In the following we write that two (or more) jobs j and j′ "share a resource r", which
means that r ∈ R(j) and r ∈ R(j′) and for all other jobs j∗, j∗ 6= j and j∗ 6= j′, r /∈ R(j∗).

Let φ be the given formula and C, X the sets of clauses and variables in φ, respectively.
We start by creating a dummy structure that we can anchor jobs to by using shared resources.
Create |C| many pairs of dummy jobs jAi , jai with p(jAi ) = 3, p(jai ) = 1, which share a unique
resource Ai. Furthermore, jai and jAi+1 share a unique resource Ai→i+1. Create |X| many
pairs of dummy jobs jbi , jBi with p(jbi ) = p(jBi ) = 2, which share a unique resource Bi.
Furthermore, jBi and jbi+1 share a unique resource Bi→i+1. Lastly, ja|C| and jb1 share a unique
resource A→B

For every xi ∈ X create three variable jobs jxi
, jx̄i

and jdxi
which all share a resource

Xxi
, moreover jdxi

and jBi share a resource Bxi
.

For every ci ∈ C with ci = {xci
1 , x

ci
2 , x

ci
3 } create four clause jobs jci

x1
, jci

x2
, jci

x3
and jci

d

which all share a resource Cci . Furthermore, jci

d and jAi share a resource Aci , while jci
x1

and
the corresponding negated or unnegated variable job jxk

or jx̄k
share a resource V ci

xk
. Note

here, that each variable job jxk
and jx̄k

shares two unique resources with the corresponding
clause jobs.

Finally, we set the number of machines to 2|C| + 2|X| (remark: we could also give an
unlimited number of machines, as the resources limit the number of concurrently usable
machines either way).

I Lemma 24. There is an optimal schedule with makespan 4 if and only if there is a satisfying
assignment for the Monotone 3-Sat-(2,2) problem. Otherwise the optimal schedule has a
makespan of 5.

We first show that there is a trivial schedule with makespan 5 for each instance of the
resulting scheduling problem. Place the dummy jobs as in Figure 6a, after that, for each
jdxi

place the two corresponding jobs jxi
and jx̄i

directly below it (in any order). Lastly, for
every jci

d leave the timestep directly above it empty, and place jci
x1
, jci
x2
, jci
x3

above the empty
time step, finishing in timestep 5. It should be easy to see, that this is always possible.

Secondly we show how to construct a schedule with makespan 4 if there is a satisfying
assignment. We again start by placing the dummy jobs as in Figure 6a. For each jdxi we place
the two corresponding jobs jxi

and jx̄i
below it. Now, look at the satisfying assignment for φ,
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Figure 6 Dummy structure and connection between clause and variable jobs. Grey lines represent
a resource each, red lines represent pairwise resources of jA

i and jci
d (jB

i and jdxi , respectively).

if xi is true (false) in the assignment, jxi
is placed below (above) jx̄i

. The job corresponding
to the true assignment finishes at timestep 1, the other at 2. For every jci

d place jci
x1
, jci
x2
, jci
x3

above it. From the three jobs, choose one of which the corresponding literal evaluates to true
in the given assignment to be placed directly above jci

d (note that there has to be at least one
such job, since the assignment satisfies φ). This is the only of the three (non-dummy) clause
jobs that overlaps the variable jobs placed earlier but the variable job it shares a resource
with, was scheduled in the first timestep (see Figure 6b).

Lastly, we show how to construct a satisfying assignment from a schedule with makespan
4. One can verify, that each dummy job in such a schedule has a fixed time window where
it has to be scheduled due to the conflicts with other dummy jobs as (we ignore that the
whole schedule can be "flipped on its head" since it is equivalent). Furthermore, in such a
schedule every time interval on every machine must be filled. Each pair of jAi , jai or jbi , jBi
occupies an interval of [0, 4], jdxi

is scheduled in [0, 1] and every jci

d is scheduled in [2, 4] (see
Figure 6a). We count the remaining open slots: [0, 1]: |X|, [1, 2]: |X|+ |C| and [2, 4]: |C|. The
variable jobs jxi

and jx̄i
can only be scheduled in [0, 2] (due to their dummy job) and can not

be scheduled concurrently (due to their shared resource). Therefore, for every pair jxi and
jx̄i

one job is scheduled in [0, 1] and one in [1, 2]. After that the remaining open slots are:
[1, 4]: |C|. Following an analogously argumentation for each triple of clause jobs jci

x1
, jci
x2
, jci
x3

one job gets scheduled in [1, 2], [2, 3] and [3, 4]. For every of those in [1, 2] the corresponding
variable job has to be scheduled in [0, 1] (because they share a resource), which gives us,
that the variable jobs in [0, 1] directly correspond to a satisfying assignment for the original
Monotone 3-Sat-(2,2) Problem. J

Remark: Following a similar construction we can show the same inapproximability result
for unit jobs and 8 or less resources per job. Furthermore, it is possible to give a 4/3 − ε
inapproximability result for the problem by giving a reduction from the NAE-3SAT problem.
That reduction uses unit jobs, but a non-constant number of resources per job.

6 Conclusion

In this paper, we did greatly improve the state of the art regarding the approximability of
MSRS. There are several interesting avenues emerging for further investigations. Firstly,
there is the question of whether a PTAS for MSRS without resource augmentation can be
achieved. It seems plausible that the approximation schemes results of the present work



24 REFERENCES

could be further refined to reach this goal. For the case with only a constant number of
machines, on the other hand, an FPTAS is not ruled out at this point.

Moreover, it would be interesting to explore natural extensions of MSRS and, in particular,
to investigate for which variants approximation schemes may or may not be feasible. From
the negative perspective, we have already provided initial results in this paper. We would
like to point out one further question in this direction: Note that MSRS can be seen as a
special case of scheduling with conflicts where the conflict graph is a cograph. This problem
is known to be NP-hard already for unit size jobs [6] and it would be interesting to explore
inapproximability for arbitrary sizes. Regarding the design of approximation schemes, on the
other hand, variants where the corresponding conflict graph is a particularly simple cograph
may be interesting.

Finally, from a broader perspective, it seems interesting to explore the possibilities of
N-fold IPs and related concepts [13] for scheduling with additional resources.
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