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Abstract—Image segmentation is a very popular and important
task in computer vision. In this paper, inverse quantum Fourier
transform (IQFT) for image segmentation has been explored and
a novel IQFT-inspired algorithm is proposed and implemented by
leveraging the underlying mathematical structure of the IQFT.
Specifically, the proposed method takes advantage of the phase
information of the pixels in the image by encoding the pixels’
intensity into qubit relative phases and applying IQFT to classify
the pixels into different segments automatically and efficiently. To
the best of our knowledge, this is the first attempt of using IQFT
for unsupervised image segmentation. The proposed method has
low computational cost comparing to the deep learning based
methods and more importantly it does not require training, thus
make it suitable for real-time applications. The performance
of the proposed method is compared with K-means and Otsu-
thresholding. The proposed method outperform both of them
on the PASCAL VOC 2012 segmentation benchmark and the
xVIEW?2 challenge dataset by as much as 50% in terms of mean
Intersection-Over-Union (mIOU).

Index Terms—Inverse Quantum Fourier Transform, Computer
Vision, Image Segmentation

I. INTRODUCTION

Image segmentation is defined as the separation of an
image dataset into non-intersecting, homogeneous subsections
in terms of certain properties such as color intensities and
textures [1]]. In image processing and computer vision, seg-
mentation is generally applied to separate the regions of inter-
est from the other part of the image (called the background)
for further analysis [2]]. Segmentation is a crucial and difficult
problem in many fields such as digital image processing, object
or pattern recognition, enhanced object features extraction
and artificial intelligence [3]], [4]. It is a very important tool
for solving image semantic problems which involves predict-
ing the categories of the pixels contained in an image [J3].
The applications of image segmentation span many different
fields, such as in medical diagnostic imaging applications
for automatic detection of anomalies, treatment monitoring
and disease diagnosis [6]], [7], in image-based remote sensing
technology [8]], and in additive manufacturing processes for
in-situ monitoring and detection of shifts in product quality
during production [9].

In the classical computing domain, Fourier transform is
one of the popular techniques that have been researched and
developed extensively for image segmentation [10]—[12]]. For
instance, the auto-registration property of the magnitude spec-

tra has been exploited for texture identification [10]. Similarly,
structural texture in the satellite images have been extracted
using Fourier transform for agriculture applications [12]. Seg-
menting foreground to track spontaneous changes in the shape
of objects embedded in a template image using total variation
and fast Fourier transform has been studied in [11]]. On
the other hand, several image segmentation algorithms have
emerged in the quantum computing domain. For instance, the
authors of [13] provided a quantum circuit for gray image
encoding and a proof-of-concept quantum circuit of dual-
threshold segmentation algorithm, and simulated it on an 8 X 8
image. However, inverse quantum Fourier transform (IQFT)
for image segmentation has not been studied.

In this work, we seek to leverage the unique properties of
IQFT and provide an IQFT-inspired approach for unsupervised
image segmentation. Specifically, the proposed method takes
advantage of the phase information of the pixels in the image
by encoding the pixels’ intensity into qubit relative phases and
applying IQFT to classify the pixels into different segments
automatically and efficiently. The contributions of this paper
are:

1) An IQFT-inspired algorithm is proposed for unsuper-
vised image segmentation. 7o the best of our knowledge,
this is the first unsupervised image segmentation algo-
rithm using IQFT.

2) Comparing to many deep learning based image seg-
mentation methods, the proposed approach has much
less computational cost. More importantly, the proposed
method does not require training, thus make it suitable
for real-time applications.

3) We demonstrate the potential of IQFT in solving image
segmentation problem, and compare its effectiveness
with two popular unsupervised segmentation techniques:
Otsu thresholding [[14], and K-means Clustering [/15].
The proposed method outperform both of them on the
PASCAL VOC 2012 segmentation benchmark [16]], and
the xVIEW2 challenge dataset [17] by as much as 50%
in terms of mIOU.

The remainder of this paper is structured as follows: Related
works are reviewed in Section[[ll Section [[Ilintroduces inverse
quantum Fourier transform. Section ?? provides the details of
the proposed approach. The experimental results are given in



Section [V] and observations and insights from the results are
discussed. Section [VI] concludes the paper.

II. RELATED WORKS
A. Image Segmentation in Classical Computing

As a key process in image processing and analysis, image
segmentation has been well studied in the classical comput-
ing domain. Many methods for solving image segmentation
problems have emerged over the years. These methods vary
widely depending on the specific application since a single
method is not sufficient for different images with varying char-
acteristics in terms of sharpness, texture, noise presence, and
the degree of overlapping objects [4]. Traditional techniques
used for image segmentation are categorized as thresholding-
based technique [18]], region-based technique [[19]], edge-based
technique [20]], clustering-based technique [21]], and watershed
technique [22]. These methods vary widely depending on
the specific application since they all have their limitations
based on the underlying principles. For instance, employing an
unsupervised method like the K-means for image segmentation
has a major drawback which is the requirement for the optimal
number of clusters to be specified before the algorithm is
applied [23]]. The segmentation error decreases as the number
of clusters increases and there is no theoretical means of
obtaining the optimal number of clusters to be used. Similarly,
Otsu’s thresholding technique does not consider the spatial
information of image, and this makes it sensitive to the
unevenness and noise in a grayscale image [24].

Although the advent of deep learning has brought about
new classes of image segmentation techniques that have
become widely available [25]], usually they have very high
computational complexity. Furthermore, most of them are
supervised methods that require training and probably re-
training when applied to a new dataset. On the contrary, the
proposed method has low computational cost comparing to
the deep learning based methods and more importantly it
does not require training, thus make it suitable for real-time
applications. In our analysis, we will compare the performance
of our proposed technique with two popular unsupervised
segmentation techniques that do not require training: Otsu
thresholding [14]], and K-means Clustering [15]].

B. Image Segmentation in Quantum Computing

In recent years, several image segmentation algorithms have
emerged in the quantum domain to exploit the properties of
quantum computing to improve the performance of classical
techniques and, subsequently, their applications. Some com-
mon algorithms are thresholding segmentation [26]] and quan-
tum search algorithm [27]]. Most of these proposed methods
involve implementation of some oracle operators which are
either fully theoretical or hard to simulate due to the number
of qubits required.

Most of the well-known quantum algorithms such as quan-
tum phase estimation, Grover’s algorithm and Shor’s algorithm
utilize QFT (or IQFT) as part of their major subroutines [28]].
Similarly, in applications such as quantum image processing,

error-correction, and encryption [29], [30], QFT (or IQFT)
is embedded. Consequently, QFT is undoubtedly a valuable
transformation in the quantum domain, and itas applications
are not yet fully studied [31]].

III. INVERSE QUANTUM FOURIER TRANSFORM

QFT transforms a computational basis state |z) into a
superposition of all the computational basis states with the
inclusion of relative phases. This is defined mathematically
in equation . [28], where N = 2™, n is the number of
qubits; w = e* %, the nth root of unity. In tensor product
form, equation ([I]) becomes equation (Z) [28]]. Considering a
three qubit system, for example, n = 3, equation (2) can be
expanded to equation (3).
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For example, the QFT of a quantum state |z) |100)
is determined from equation (3) by substituting =z = 4,
the decimal equivalent of 100,. This operation is shown in
equation (@). The result suggests that a superposition of states,
with some phase information, can be transformed into a single
state representation by employing the inverse operation of the
QFT.
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The inverse quantum Fourier transform (IQFT) performs the
reverse operation of the QFT. It transforms from a phase
representation into the computational basis. From equation (2)),
the inverse operation, IQFT, can be written as equation @,
where |k) is the state of a quantum system with some phase
information [28]]. Equation (6) presents a case of three qubits,
n = 3.
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B. Proposed IQFT-Inspired Algorithm

The proposed algorithm is developed from equation (TT).
Firstly, eight state basis vectors are given by the rows of the
8 by 8 matrix. These basis vectors are visualized as a set
of points on a unit circle as shown in Figure I} Secondly,
a 3-dimensional input vector, [«, 3,7], is transformed into
an eight-dimensional vector given by the column matrix on
the right-hand side of equation (TIJ). This vector also can be
represented by a set of eight points on a unit circle. A random
example for which o = 2.464 , 5 = 0.025, and v = 0.246 is
shown in Figure |2| By visual inspection, the input pattern has
two obvious clusters similar to basis state vector |[100). Lastly,
the probability that the pattern generated by the input vector
is similar to each of the characteristic patterns of the basis
vectors is determined. This is given by the modulus squared
of the probability amplitudes (P, Q, R, S, T, U, V, W ). The
input vector is then classified based on the basis state vector
that gives the highest probability value. Figure [3] shows the
probabilities associated with the random input in Figure [2] It
is obvious that this input is most similar to state basis vector
|100) as previously observed.

Subject to this insight, the proposed IQFT-inspired algo-
rithm for RGB image segmentation is presented in Algorithm{I]
where the input P, is a 3D vector of RGB intensities of the
mth pixel, T is the total number of pixels, W is a complex 8§ by

8 matrix in equation , 01, 02, and 05 are angle parameters
for transforming pixel intensities into phase values, and the
output is the required pixel label ,,,€{0, 1,2, ..., 7}. The seg-
mentation algorithm involves a normalization process in Line
1, linear transformation in Line 2, dimensional transformation
from 3D to 8D vector in Line 3, and probability measure in
Line 4. A pixel is classified according to the basis vector with
the highest probability.

C. Proposed IQFT-inspired Algorithm for Grayscale Image
Segmentation

Since our approach in Section is not limited by the
image color space, it can be adapted for segmentation of
grayscale images. In this case, the governing mathematical
equation is given by equation (I2), where the probability
amplitudes, P and Q, are determined from equation @]) For
a normalized pixel intensity /, and chosen angle parameter 6,
~v=16.
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In this grayscale implementation, a pixel can be classified
into one of two classes based on the probabilities given by

IQFT (

13)
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Fig. 1: Visualization of the eight state basis vectors
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Fig. 2: Transformed input pattern on the unit circle for a
random case of @ = 2.464 , § = 0.025, and v = 0.246.
Some points are coincident.
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Fig. 3: Probability distribution for input pattern of a random
case of a = 2.464 , 8 = 0.025, and v = 0.246

equation (14). For P(classl) = P(class2), I = I,;, where
Iy, is a threshold value given by equation (I5), where k € Z.
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Algorithm 1 : IQFT-inspired algorithm for RGB image seg-
mentation

Input:
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Therefore, selecting a particular value of 6 is equivalent to
setting a threshold value, and the network behaves like a
thresholding technique. Table [I] shows some 6 values and
the corresponding threshold using equation (I35). Considering
equation (T3), with a single selection of 6, it is possible to
establish multiple thresholds. For instance, choosing § = 47
results in four thresholds as shown in equation (I6) for
k = 0,1,2, respectively. The advantage of these multiple
thresholds is captured in the following example. Consider the
task of separating red , green, and lemon balls from the others
of lower and higher intensities in Figure [} To achieve the



desired goal, 6 is simply set to 47. However, Otsu-thresholding
would require two clearly defined thresholds to achieve the set
goal.

7r 1 3 5
Ith:(4ki1)i:§7 é, é, (16)
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Fig. 4: Application of multiple thresholding

TABLE I: Parameter 6 and the corresponding threshold value
using equation [T5]

Parameter, 0 Threshold value, ;)
3m/4 0.667
IS 0.500
5w /4 0.400
3m/2 0.333
/4 0.285, 0.857 (multiple)
27 0.25, 0.75 (multiple)

V. RESULTS AND ANALYSIS

A. Dataset

Considering that most image dataset exist in the classical
domain, we have performed simulations of the proposed
method in the classical domain. To demonstrate the effec-
tiveness of our proposed method for Image segmentation, we
conduct several experiments on two datasets: (1) the training
and validation dataset of PASCAL VOC 2012 segmentation
benchmark [[16], focusing only on the segmentation category
which contains 2913 labeled set; (2) the xXVIEW2 challenge
dataset [[17]] focussing on the 148 RGB satellite pre-disaster
images for a “joplin-tornado” disaster.

B. Experimental Setup

All images are RGB, and the corresponding grayscale
images are prepared by calculating the weighted sum of the
corresponding red, green and blue pixels according to Scikit-
image [32]], using equation (17).

Y =R x0.2125+ G x 0.7154 + B x 0.0721 a7

K-means [[15] and Otsu-thresholding [14]] are selected as
the baseline methods for performance comparison with our
method. To implement the baseline methods, we used the
scikit-learn library [33] with default settings for K-means,
and scikit-image library [32] for Otsu-thresholding. All the
algorithms used in this study are coded using Python on
MacBook Pro with 8-Core Intel Core 19 running at 2.3 GHz.

C. Evaluation Metric

The segmentation accuracies of the methods used in this
study are assessed by the mean intersection over union (mIOU)
score defined in equation (I8) and equation (I9), where
TP, FP, FN, T, and P are true positive, false positive, false
negative, ground truth and prediction, respectively. TensorFlow
function [34], utilizing equation (T8, is used for all mIOU cal-
culations. Pixels around the border of an object that are marked
‘void’ in the ground truth are not used in our calculations [35].

_ I0U(foreground) + 10U (background)

mIOU 5

(18)

B TP _TuP
 TP+FP+FN TnP
D. Experimental Results

IoU 19)

For the purpose of evaluating the effects of design choices
on performance, different experiments are conducted on stan-
dard datasets and the results obtained are presented in this
section.

1) Effect of the normalization process: Here, the effect of
the normalization process of Section [[V-B| on the quality of
the segmentation pattern is investigated. The results obtained
in Figure [ show that, for a smooth segmentation pattern,
normalized image intensities are required to avoid “noisy”
segments.

Fig. 5: Effect of the normalization process. First row con-
tains two different images, second rows contains segmentation
patterns when the normalization process is included, and the
last row shows segmentation patterns when the normalization
process is not included

2) Effects of angle parameter (61,05, 03) on the number of
segments: To study the effects of the angular parameter, 6, on
the segmentation pattern, we generated 100,000 x 3 random
numbers between 0 and 1 as normalized RGB values and
determined the maximum number of segments using all the
combinations for different values of 6. The results are shown



in Table [[I} It is evident that the number of segments varies
with the angular parameter. This is due to the modification
of the transformed input pattern as the angular parameters
are varied. This effect is observed on real images shown in
Figure @ For 6, = 05 = 03 = /4, the six arguments from
the complex representation of each pixel are located between 0
and 37 /4 radian. This tends to produce a pattern most similar
to the |000) state. Therefore, all pixels are classified into one
segment. For 0; = 05 = 03 = 7/2, the segmentation process
is biased towards the low-luminous pixels, as pixels (objects)
with strong brightness are visible in Figure [6] Using different
angles can result in some peculiar segmentation effects. This is
shown by 6, = 7/4,02 = 7/2,03 = m which usually outputs
two segments.

TABLE II: Parameter 6 and the possible number of segments

Parameter, 0 max. number of segments

01 =02 =03 =7/4 1

01 =0y =03 =m/2 3

01 =02 =03 =3r/4 5

0 =02=03=m7 6
8
8
8

01 =02 =03 =51/4
01 =03 =03 = 3r/2
01 =02 =03 ="7r/4
01 =05 =03 =27 8

01 =7/4,00 =7/2,03 =7 2 (constant)

/4, 1-seg.

0 =m/4, 1-seg

0 =m/4, 1-seg. 0

0 =m/2, 3-seg.

0 = m, 5-seg.

%

mixed, 2-seg. mixed, 2-seg.

mixed, 2-seg.

Fig. 6: Effects of 6§ on the number of segments and the
segmentation quality—where 'mixed’ in the last row represents
91 :’/T/4,92 :7'(/2,03 =T

E. Performance comparison

1) A performance comparison of the IQFT-inspired al-
gorithm for grayscale Images and Otsu-threshold method:
As pointed out in Section [[V-C| setting a value of 6 is
equivalent to a threshold value in equation (I5)). To support this
conclusion, Figure /| shows two examples of the segmentation
results observed from using Otsu-thresholding and IQFT-
inspired algorithm for grayscale images with equivalent angle
parameters using equation (I5). Therefore, setting ¢ according
to equation (I35) results in identical segmentation pattern and
equal mIOU values (not shown) for both methods.

I, = 0.4465 0 =1.1197r

I, = 0.4911 0 = 1.01807

Fig. 7: Performance comparison of the IQFT-inspired al-
gorithm for grayscale images and Otsu-thresholding. If the
threshold from Otsu method is converted to parameter 6
according to equation (I3)), the outputs of the two methods
are identical

2) A performance comparison of the proposed method and
the baseline methods: The effectiveness of the proposed
algorithm for image segmentation was validated by performing
foreground-background segmentation on PASCAL VOC2012
and xVIEW2 challenge datasets. The resulting performance
values are compared with K-means and Otsu-thresholding in
Table Based on the average mlOU values, the IQFT-
inspired algorithm for RGB image segmentation was observed
to outperform K-means and Otsu-thresholding in, respectively,
53.24% and 52.32% of the images in PASCAL VOC 2012.
Similarly, the IQFT-inspired algorithm outperformed K-means
and Otsu-thresholding in 95.94% and 97.97% of the pre-
disaster images for “joplin-tornado” in the xVIEW2 chal-
lenge dataset. Figure [8| shows some segmentation outputs
of PASCAL VOC 2012 images for which the IQFT-inspired
algorithm outperformed the baseline techniques. Similar out-
puts are shown for xVIEW2 challenge dataset in Figure [9]
However, the IQFT-inspired algorithm also showed poor
performance(mIOU < 0.1) for about 1.4% of the PASCAL
VOC 2012 images. This value doubles the observed values for
K-means and Otsu thresholding because the performance of
the proposed algorithm depends on the chosen value of angle
parameter § which was set to 7 in this experiment. Adjusting
the value of 6 for each image will result in an observable
performance improvement as shown in Figure



TABLE III: Comparing the mIOU, computation time, and computational complexity.

Image segmentation methods
Datasets Metrics K-means | OTSU IQFT IQFT
(RGB) | (Grayscale)
Pascal Average mIOU 0.4318 0.4331 | 0.4354 0.4172
VOC 2012 | Runtime (sec.) 0.25 0.01 3.06 1.76
xVIEW2 Average mIOU 0.3375 0.4008 | 0.5070 0.478
Runtime (sec.) 1.74 0.10 17.5 9.67
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Fig. 8: Results of segmentation with reference images on
PASCAL VOC 2012. The IQFT-inspired algorithm for RGB
images shows better foreground-background segmentation re-
sults as shown by the mIOU scores

VI. CONCLUSIONS

In this work, a novel method for unsupervised image
segmentation based on the inverse quantum Fourier transform
(IQFT) is proposed. Specifically, the proposed method takes
advantage of the phase information of the pixels in the image
by encoding the pixels’ intensity into qubit relative phases and
applying IQFT to classify the pixels into different segments
automatically and efficiently. To the best of our knowledge,
this is the first attempt of using IQFT for unsupervised image
segmentation. The proposed method has low computational
cost comparing to the deep learning based methods and more
importantly it does not require training, thus make it suitable
for real-time applications. Supported by the segmentation
patterns obtained for image samples from xView2 and Pascal
VOC datasets, this quantum-inspired method shows a promis-
ing performance when compared to the classical K-means
clustering and Otsu-thresholding methods. One of the appeals
of the proposed method is that it automatically adapts to the
characteristics of the image such that the number of segments

g
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mIOU=0.1175 ~ mIOU=0.5243
" » 5 & &
el
i
=
&8
o
mIOU=0.5226 ~ mIOU=0.3390
m
d

mlOU=0.51295

mIOU=0.5683

mlOU=0.5453

Fig. 9: Segmentation result using xXVIEW2 challenge dataset.
Measured by the mIOU scores, the IQFT-inspired algorithm
for RGB images shows better foreground-background segmen-
tation results.

is not a required parameter like in K-means.

Note that the proposed method can be implemented in both
classical computing domain and the quantum computing do-
main. Considering most of the datasets of image segmentation
benchmark is in the classical computing domain, we have
performed experiments to validate the proposed approach in
the classical computing domain as well. We are working on



Ground truth

mIOU=0.8892
IQFT

mIOU=0.8663

mIOU=r,0.0084 mIOU=37/4,0.8327

Fig. 10: Performance improvement through 6 adjustment.
Using 8 = 3m/4, rather than § = 7, can improve the
segmentation quality of these images, as shown by increase
in the mIOU score

the quantum domain implementation and the results will be
shared in a future paper.
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