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Abstract— Over-the-air programming (OAP) is a fundamental nisms. These mechanisms require every destination to monte
service in sensor networks that relies upon reliable broadast for  on a shared channel to notify the source about its missing
efficient dissemination. As such, existing OAP protocols meme 4 cets, producing the so-called “NACK implosion problem”
decidedly inefficient (with respect to energy, communicatn or o . tributi in thi K is to devi d full
delay) in unreliable broadcast environments, such as thoswith ur-main contribution in 'S_ WOrK IS 10 devise <_31n ufly
relatively high node density or noise. In this paper, we corider implement a fundamental solution to the aforementionett sca
OAP approaches based on rateless codes, which significantlyability challenges faced by OAP. Our approach relies on the
improve OAP in such environments by drastically reducing tte  yse of rateless coding to eliminate the need to convey dontro
need for packet rebroadcasting. We thus design and implemen ;o rmation aboutvhich packets require retransmission; with

two rateless OAP protocols, rateless Deluge and ACKless Deje, thi h d d | . fficient b
both of which replace the data transfer mechanism of the esta IS approach, a node need only receive a suticient number

lished OAP Deluge protocol with rateless analogs. Experinmes ~ Of distinct, encoded packets to recover a transmitted progr
with Tmote Sky motes on single-hop networks with packet Implementing rateless codes in the resource constrainge en
loss rates ?f 7% show tlhesDe Iprotocols Lc: si':lg/e?) Osoi/gnificantl_y inronment of a wireless sensor requires the design of efficient
communication over regular beluge (rou - 0 savingsn H : -
the data plane, and 50-980% in th(gJ ccEntrogI pBI/ane), and multig-glmp mechanisms to reduce latency, Computatlonal_comple)ﬂlty, a
experiments reveal similar trends. Simulations further stows that memory overhead. To demonstrate the eﬁeCt'VeneSS of using
our new protocols scale better than standard Deluge (in ters rateless codes for OAP, we propose and implement two new
of communication and energy) to high network density. TinyG8 protocols. The first protocol, calledateless Deluge, signif-
code for our implementation can be found at http://nislab.bu.edu. jcantly alters the transfer mechanism of the OAP Deluge
protocol to allow for the rateless transfer of program inmge
The second protocol, calleACKless Deluge, augments the
rateless Deluge protocol with a packet level forward erasur
Sensor networks distinguish themselves in their unique agerrection (FEC) mechanism that aims at eliminating thednee
pability of gathering detailed information in remote, iated, for extraneous control packets. ACKless Deluge transmits
and often harsh environments. Yet, sensor networks’ soffwaextra encoded packets that prevent, with high probabilitg,
often needs to be updated after deployment for a variety wéed for packet retransmissions.
reasons, such as fixing software bugs, modifying tasks ofin this paper, we provide a detailed description of the im-
individual nodes or of the entire network, and patching sécu plementation of these two new rateless-based OAP protocols
holes. Within this context, over-the-air programming (QAPIn particular, we shed light on the various trade-offs thigea
protocols play a key role as an enabling technology to nir implementation of rateless OAP on a sensor networks, such
merous sensor network applications, and several protecwls as the tradeoff between the size of program pages and the size
algorithms have been specifically designed for this purposeof the underlying finite field used for computation. We pravid
Although existing OAP protocols have many merits, thegxtensive numerical results evaluating the performanaauof
suffer from fundamental limitations that can significantlyrotocols, based both on real network experiments with Emot
impair their use in future systems. Chiefly, the performan&ky sensors and also on simulations. We show that precoding,
of existing OAP protocols quickly degrades when the networkhereby new packets are encoded in anticipation of future
size and density get large, and even more so when pactefuests, can be exploited to substantially speed-up ttee da
loss is high. The survey work in [12] reports simulatioriransfer mechanisms of the rateless protocols. Our reBuks
results, based on TOSSIM, where the completion time tier indicate that the new protocols achieve significaninggss
Deluge [2] and MNP [4], two popular OAP protocols, carof energy and communication with respect to the standard
easily take close to an hour on a 100-node network. This lac&rsion of Deluge (over 50% in many cases). Their overall
of scalability can largely be attributed to the high corqptdne completion times are comparable in low network densities or
overhead associated with reliability requirements, andstmdow packet loss environments, but better than original Delu
specifically with negative acknowledgment (NACK) mechaas packet loss rate or network density increases.

I. INTRODUCTION



A. Paper organization

The rest of this paper is organized as follows. We first briefly
review state-the-of-art OAP protocols and provide backgob Y,
on random linear codes in Sections Il and Ill. Next, in
Section IV, we describe the implementation of the rateless
OAP protocols, with a special focus on the memory and
computational overheads that they entail. We also describe
the design of our FEC technique that reduces the effects
of packet loss and prevents requests for re-transmission. |
Section VI we compare the efficiency of the original Deluge
to the rateless implementations through experiments on our
testbed and simulations. Our conclusions are presented in
Section VIII.

b bits

@
@
@
-
original file

encoded file

Il. RELATED WORK
Fig. 1. lllustration of random linear encoding

We survey here work directly related to OAP protocols. A

number of such protocols have been proposed in the last feyy, B ACKGROUND ON RATELESS AND RANDOM L INEAR
years. Among them, the Deluge protocol [1, 2] is currently th CODES

de facto standard. In Deluge, each node periodically advertises . - .
the most recent version of its program, and nodes reque ateless COd?S prowde an efficient means of addres;mg
(and receive) program updates based on these advertisem@ @pn'el' contention in sensor networks, while at the same um
using a NACK-based protocol for reliability. In order tominimizing control messages, such as those contributirigeo

reduce contention on the shared channel, Deluge implemeﬁgK/NACK |mpIOS|_0n problem. Fundamen_tal to th'TQ’ strateg_y
advertisement and NACK suppression, which aim at avoiding is the fact that receivers do not need to indicate which $igeci

redundant transmissions of control packets. In additiorgrt- pack_ets requ_irg retransmissi(_)n; instead, they just h_ave to
ablepipelining, a program is divided into fixed-size segment eceive a sufficient number of independent packets, whiah ca

(or pages), which in turn are divided into packets. As sodhen be used to decode the original message. Rateless ¢oding

as a node receives an entire segment, it can forward it ontfy'S: ylelds_ several key benefits, namely: communicatiah an
energy savings, and lower control overhead.

its neighbors. In [1], forward error correction in the form . , , . )
of Reed Solomon codes and Tornado Codes is proposed a andom linear coding provides a simple method for file
Issemination. In this model, a long fil& is split into

otential optimization of the Deluge protocol, but thesde® .
P P ge p fsegmentle,XQ,...Xk, each of which can be thought

have a fixed rate and therefore require the retransmissionk? . S
of as an element in a finite fiel#. These segments are

entire pages if too many packets are lost. .
. then encoded inten > k messageqYi,Ys,...Y,,} as the
OAP protocols that preceded Deluge include XNP, used jn, . o k
: . . . ollowing random linear combination¥; = > °_, 8 ; X},
TinyOS for single-hop reprogramming, and Multi-hop OVer\'/vhereﬁ are randomly chosen elements in the finite field
the-Air Programming (MOAP) [11]. MOAP is similar to o y

Deluge, but does not divide a program into pages. More recéFritThe parameters; ; of the encoding can be easily adjusted

protocols include Multi-hop Network Programming(MNP)[4] >© that the rows[f 1, i, .. 0i 4] are linearly independent

Infuse [3] and Sprinkler [7]. MNP implements sender setacti Wl,th high probability. Thus, any host that r?C(:"'VESOf th_e
to limit the number of concurrent transmissions in eac?ﬁ/is can solve the corresponding system of linear equations to

neighborhood. Both Infuse and Sprinkler propose to set l%%(e;gz;ne)(. Figure 1 graphically demonstrates the encoding

a TDMA schedule to reduce packet collisions. A detaile This technique sports two features useful to OAP: (i) it

description and comparison of these methods and a few othﬁgss no decoding inefficiency: and (il it is rateless code
is provided in [12]. g Y, .

, . . In classical block codes, the encoding length needs to be
While our implementations are based on the Deluge praterminech priori. In this case, however, if the, encodings

to_col, we ex_pect _that_the new rateless coding transfer mec 2y, prove insufficient (due to poor channel conditions,
nisms described in this paper could be overlayed on any oftnﬁ example), then the encoding node can easily generate a

above protocols to substantially improve their perfornmeanc number of extra packets by using newly constructed random
Significant efforts have recently been devoted in develppirements3.

new macro-programming methods and middleware to reduce

the amount of data needed to update and modify prograrfis; Motivating Example

see e.g., [5, 6, 8]. This paper’s contribution should be e@w As a simple example of the best-case gain achievable with
as complementary to these efforts. rateless codes, consider a one-hop clique consisting of@a ba



Traditional: chosenk x k matrix are linearly dependent. The probability
Request Lost Packets: Transmit Lost Data: of decoding failure is based on well-known consideratiohs o
the number of linearly independeht x % matrices:

(¢" — DI (¢" —¢' - 1)
q**
Increasing the field sizey also increases probability of

proper decoding at the expense of increased computational
complexity for finite field arithmetic. For any reasonable

Pr(failure) = 1 —

Rateless Codes: field size, performing arithmetic on the fly is computation-
Request Lost Packets: Transmit Lost Data: ally demanding, since multiplication is performed moduio a
irreducible polynomial and division requires an applioati
poly q o

of the extended Euclidean algorithm {9]This computation
complexity can be traded off for memory by precomputing
multiplication or inverse tables. We chose a field of sjze 28
Nodell Nodenl Nodell Nodenl (corresponding to byte-length elements), which requi?ss
bytes of memory to store inverses and has a probability of
Fig. 2. A motivating example of the best-case gain achievalith rateless decoding failure of~ 0.00392. By way of comparison, the

codes. If each receiver misses a different packet, thetivadi mode requires NE€Xt byte-aligned field size af = 216 requires &5 K B table,

the tranmission of: requests and: retransmissions. However, with ratelesswhich surpasses theE)0KB memory on the Tmote Sky motes.
codes only 1 request and 1 retransmission is required.

B. Random Linear Codes

Our implementation of random linear codes is divided into
b parts: encoding and decoding. During encoding, a random
mber generator is seeded with a key shared by all nodes and
a unique packet identifier to create random coefficients for
coding a given packet (if security is a requirement, ttnen t
Rared key should be kept secret and distributed using aesecu
) .. Key distribution scheme). Once the current page is encoded
thesen NACKS, the base station would have to retransmit a]-I to a packet, that packet and its identifier are transmitted

n data packets. over the channel. Including the identifier in each transiorss

On the other hand, with rateless coding only one sens fows the decoding mote to recreate the row of the random
needs to request the transmission of an additional enco trix used to encode the data packet; the identifier and

packet (assuming the other no_des can overhear that requ are combined to form a seed for the random number
Once the l_Jase station transmits one new packet, ea;h NBlFerator. Once all rows of the matrix have been generated,
can use this packet tc_) recover the d_ata_. Rateless coding t decoding process uses Gaussian elimination with back
yields ann-fold reduction in communication cost dith the substitution to solve the set of linear equations and netrie

control and data planes in this case. the data. If decoding fails, the process recovers gragefull
IV. | MPLEMENTATION OF RATELESSOAP by only discarding those packets that are linearly depeinden

The implementation of a rateless OAP involves two cruci?ndicated by zero rows _in the reduced decoding matrix). The
elements. The first element is the design of the ratelesstood ecoding mote must retrieve e_nough new packets to replace th
dependent packets, and then it can generate the corresigondi

minimize latency, computational complexity, communioati fth p o d he decodi
and energy use. In general, these design choices are infider] W rows 0 .t 1€ random .mat“’f- € node repeats the decoding
cess until it has obtained linearly independent packets

by underlying hardware restrictions, such as the amount %‘fo i q
memory available and the processor architecture and spe %Cﬁ ing ?uccee S- ‘ q i ding d q h

The second element involves re-engineering the OAP datal '€ Performance of random linear coding depends on the
transfer mechanism. The new rateless data transfer meschan plimber and size of the packets being decoded (i.., the size
must naturally integrate with the existing OAP protocolisTh of the matrix). Both of these values are constrained by the

portion of the design is highly specific to the OAP selectegsources available to the motes: the default maximum data
(in our case, Deluge) payload size for TinyOS i29 bytes and there is a fixed

amount of RAM. The default value for Deluge isi& packet
A. Finite Fields page, where each packet contai¥sbytes of data. This data
The selection of the finite field size of field F, has a Payload size represents a worst case in terms of compughtion
considerable impact on the performance of the system insterm, . o _ _ _
There are more efficient approaches to finite field arithmstich as using

of the CompUtation‘T’ll complexity and probability to decodgyecial pases or picking trinomial irreducibles, but thedamental issues
successfully. Decoding fails when tlherows of the randomly remain.

station andn sensor nodes. Suppose that the base stati
broadcasts: data packets and each node in the network fai
to receive a different packet. A traditional data dissertiama
protocol, such as Deluge, would require that each sen
transmits (on one shared broadcast channel) a NACK cont
packet with the ID of its missing packet. Upon reception



Request Proc(page) Data Packet Receive()
if valid num++
if loaded if n um =n
Encode() [d—— Decode()
else
Load(first)
Load(data) Precode() Decode() Write(data)
if all loaded if next if correct if all written
Encode() Proc(next) Write(data) done
else else else _ else
Load(next) Encode() Done Discard() Discard() Write(next)
if sent all for all data
Precode() if dependent
u else T L delete 4
Encode() Wait
Wait —pe
Done Done

State diagram at the source for a valid request forta gacket.

State diagram at the receiving node for a valid datketa Once

Upon reception of the request the source loads all datadesc@and transmits the node has receivedd encoded packets it attempts to decode. If decode is
encoded packets. After transmitting the required numbezrmioded packets successful the node writes the data to Flash. Otherwisedtie discards any
the source precodes the next page if available. linearly independent packets and waits for more encodellepac

complexity for our algorithm; if the payload is smaller aft the overheard bit vector is a superset of its own bit vector.
number of packets per page remains the same, both encodiftlerwise, the node transmits its own request to the source.
and decoding will take less time. Due to the use of Gaussigirateless Deluge, a node requests more packets only if it
elimination, the decoding timé is O(k?), where the size does not overhear another request containing a larger numbe
of the random matrix isc x k. This means that the pageof requested packets.
size should be kept small to reduce computational complexit The change to the mechanism for transferring data is
For example, on Tmote Sky motes requife86 seconds, on 1, ,ch more substantial. The original protocol examines the b
average, to decode 48 packet page. Reducing the page siz@q ors it has received and transmits packets correspgndin
to 24 packets per page decreases the average decoding §§1@he union of all those bit vectors. For this, the sending
to 1.96 seconds. node retrieves a single data packet from Flash memory and
C. Rateless Deluge transmits it. This process repe_ats until all the requestettts
have been sent. Upon reception of a useful data packet, nodes
We next describe the full implementation of our first OA'?mmediately write that packet to the Flash memory, wait
protocol called rateless Deluge. Rateless Deluge modiiies for additional packets, and request retransmission aseteed
original Deluge protocol in that it uses rateless codes fthis model is unrealistic for rateless implementationsabse
transmit data. This change causes significant structueal@®®s the entire page (composed éf individual data packets) is
to the mechanism for requesting and transferring data so ”ﬂé‘quired for the encoding process. Similarly, decodingiies
communication in the control and data planes are reducgdiinearly independent encoded packets to obtain the ofligina
To ensure a fair comparison, all the other aspects of origingage. Therefore significant changes must be made to the page
Deluge such as image advertisement and data storage tg§fisfer state machine, both at the source and the receiving
kept identical. Hence, the only difference between the twhdes.
implementations lies in their transfer mechanisms. At the source, the transfer state machine must load, encode
The change to the request mechanism is fairly simplgng proadcast the encoded packets. A simplified state dingra
Rateless Deluge does not require knowledge of the speciiicihe new mechanism at the source is given in Figure 3.
packets missed and therefore the transfer of a bit vector @hile it would be possible for the source to load each data
missed packets is unnecessary. Only thenber of missed packet individually and have the same RAM overhead as
packets must be transferred which can be represented a§,@ original Deluge, the number of Flash memory accesses
single byte. This means that for the page si2gin bytes), \yould be prohibitive. For a page @f data packets, the source
rateless Deluge reduces the size of the request packet\Ry,|q have to perforn loads for each encoded packet, since
[log2(P — 8)] bytes forP > 8. For0 < P < 8 the packet gach encoded packet is computed B, 3 ,X;, where
sizes are the same. This difference results in a slight ahéng X, represents packet Hence, this apprc_)ach’would require
the request suppression methpd as well. In.DeIuge, if a nog%kz) Flash accesses to encode each page. A more efficient
overhears a request packet, it suppresses its own req@iess,hjementation loads the entire requested page into memory
prior to encoding and transmits packets so that dnliylash
accesses are required, assuming that a buffer in RAM is
large enough to hold the full page. Once the entire page is

2Again, more asymptotically efficient row-reduction teaurés are known
in the literature, but they do not appear practical for immpémtation in
constrained sensor motes.



in memory, the source uses random linear codes to encagnplete.
and broadcast packets over the wireless channel. With thiHowever, if there are linearly dependent packets, then in
approach, the number of Flash accesses does not exceedtti@process of Gaussian elimination there will be rows of all
of original Deluge, and is even potentially lower in the ca$e zeros in thes matrix. The packets corresponding to those rows
retransmissions. Indeed, if a retransmission is requitleely are discarded and additional packets are requested. The sam
original Deluge will have to reload some data packets in& thequest suppression as described above is used here.
RAM. On the other hand, in the case of rateless Deluge, the
working page remains in the buffer. Note, however, that on& ACKIess Deluge
a different page has been requested, any further request fo©ur second rateless OAP protocol is referred to as ACKless
the previous page will result in additional Flash loads. Deluge and it attempts to completely eliminate the need
Rateless Deluge further changes the transfer mechanisnicat NACKs. ACKless Deluge implements all the structural
the source by attempting to anticipate future requestse@me changes described for rateless Deluge. However, it differs
current request has been fulfilled, rateless Deluge explbé two significant ways. First, ACKless Deluge employs a FEC
fact that pages are requested in increasing order by pregodmechanism at the packet level which sends extra encoded
the next page. While other nodes are decoding the previqueckets in addition to the requested number of packets. We do
page, the sending node anticipates requests for the negt pawpt employ bit-level convolutional or block codes to cotrec
that is, it loads the next page into the page buffer and encddié errors, but instead enhance the rateless features of our
new packets. implementation by adding redundant packets to account for
However, precoding requires two additional buffers singeacket loss. For example, in a trivial system where it is kmow
this process holds multiple encoded packets in memory afpriori that one packet will be dropped from each page of
once. The process requires a buffer to hold the original pagsize k& then the FEC mechanism would sehd+ 1 packets.
one to hold the unique identifiers of the encoded packets amddoing so each receiving node would recelv@ackets and
another to hold the encoded packets. Encoding on the fly ras retransmission would be required. Our FEC mechanism
described above does not require the latter two bufferss iBhi is designed to prevent requests for retransmission witl hig
because once a packet is encoded it is immediately tramsimitbrobability and how this is accomplished is explored furthe
over the channel and the same memory can be used for theSection V. The second major difference is the length of
next encoded packet. the waiting period associated with precoding. The ratienal
Precoding at least partially mitigates the delay assotiateor a waiting period before precoding is that requests for
with encoding at the expense of RAM consumption. Thattransmissions will cause excessive Flash loads. However
said, in practice, the sending node must wait for a shaince ACKless Deluge prevents (with high probability) aeis-
time period before encoding the next page to avoid excessiwissions, the need for a waiting period is largely eliminate
Flash accesses which will waste time and energy. For instan€herefore, ACKless Deluge uses a minimum waiting period
consider the situation in which a single receiving mote seetefore precoding.
an additional packet. After a brief time out, this mote will
send a retransmission request to the source. If the soufceOverhead
begins precoding the next page immediately, the page buffeilt is clear that rateless Deluge adds memory and computa-
of the source will contain the next page. Therefore, th@nal overhead with regard to original Deluge. The magetu
request for additional data will require the source to rdlt@e of this overhead depends on many factors, the most important
previous page before encoding. This problem can be avoideging the page size. The impact of the computational overhea
by introducing a waiting period in between the last data packcan be measured in terms of energy consumption, which is
transmission associated with the previous page and the s&plored in Section VII-B, and delay, which is examined
of precoding for the next page. here. If there is no packet loss in the network, delay is
At the receiving nodes, the mechanism for data recepti@asily calculated because it depends only on the encodthg an
is changed to allow the nodes to receeencoded packets decoding times. This is the case because all other facters (i
and decode the page. A simplified state diagram of the néfme number of transmissions and the number of Flash reads
mechanism at the receiving nodes is given in Figure 4. Tlaad writes) are identical. Figure 5 depicts the delay iredirr
rateless version stores each encoded data packet in RAM alernth four different schemes: i) without precoding, ii) with
with its unique identifier. However, this does not require precoding, but with no waiting period, iii) with precoding
new buffer in RAM. Nodes that are receiving packets ignom@nd 0.5 second waiting period, and (iv) with precoding and
requests to for data until decoding is complete; this alloves 2 seconds waiting period. In each case, the figure shows
the buffer that holds the un-encoded page during encodingth@ amount of time needed to encode and decode 48 packets
hold the received packets during decoding. Once the number varying page sizes. The length of the waiting period
of encoded packets received equals the page size, the unidegrmines whether or not precoding is beneficial or not. Whe
identifiers are used to re-generate the random matrix arideall there is a minimum waiting period (as is the case with ACKless
packets are decoded. If decoding is successful then theeenbeluge), precoding completely eliminates the time ovedhea
page is written to the Flash memory and the page transferdige to encoding. However, with increasing waiting perioad a
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"0 Without Precoding ‘ ‘ ‘ ) V. NUMERICAL FECFORACKLESSDELUGE
ol 1o E[gﬁgg:gg: ?5S§:§O”nddddee'fg’y The FEC mechanism in ACKless Deluge operates at the
g Precoding, no delay o packet level. It sends extra encoded packets to prevenet@ n
g ol for additional control messages and retransmission wig hi
3 \\s° » probability. In [10], it is suggested that extreme valueottye
26 o ’,/, can be applied to determine the number of extra transmission
§ o ',_+;;~ required. Using knowledge of the number of recipiemsg),(
© 4l L i the number of packets required/(), and an estimate of the
© ,x°' v,v" loss probability p) it is shown in Theorem 11 that the number
2 o,\"‘o_\,‘.w“'\ 1 of transmissions is bounded by random variables converging
_\_.:;j-’f-gﬁ\‘v to the cdf of a normalized Gumbel distribution &5 — oo.
-y ®y A Gumbel distribution is of the fornG(z)= exp(—exp(-z).
210 B O ketSperbage ¥ P ® Simulation in [10] shows that even though the convergence

_ _ _ _ is known only asN — oo, the number of transmissions is
o ressane o st o ) o o e . C105€ for reativey low\’; the simulation uses the example o
precoding can reduce the time overhead of rateless Delugethb precise ¥ = 100 . However, the formula of Theorem 11 provided in
amount depends on the waiting period and the page size. [10] may not be accurate enough in sparse networks wiere

can be very small.

Clearly, the FEC mechanism in ACKless Deluge should be

flexible so that all values oV can be accommodated. To allow
page sizes, some packets (possibly all) will not be encodgg an accurate answer for al, ACKless Deluge numerically
during the precoding stage. For example, Figure 5 shows tl@imputes the solution for small values§f as explained next.
with a 2 seconds waiting period, no benefit is achieved from [10], the time for usern to receiveM packets, denoted by
precoding if the page size is less than 28 packets, becaasette variableT,, is shown to be negative binomially distributed.
decoding process on the receiving nodes is shorter than #edefinition, P(T,, < t) = F(t) = I(1—p, M,t— M) where
waiting period. I(z,a,b) is the regularized beta function. If you assume that

The RAM memory overhead shows a similar trend: thgach node loses packets independently of all other nodes, th

amount of extra memory consumed increases with the pa%ré)bability that the maximum is less thans the following:

size. The major sources of increased RAM usage are the Primax_, nT;<t) = F®)N

table of multiplicative inverses, the page buffer, the piding . ) } )
buffer, and the buffer of unique identifiers. While the sife BY Selecting¢ appropriately high, one can determine the

the table of inverses is constant at 256 bytes, the size &f eQtmbPer of extra transmissions needed to guarantee success
of the other buffers is a linear function of the page size. &orWith high probability. _

page size of 20 packets per page this overhead translates int>imilarly to extreme value FEC, knowledge of andp is

1196 bytes in RAM which represents 11.6% of the 10 KB diecessary for the compqtatlon. A cc_)nservatlve_estlmatl_a@ft
RAM on a Tmote Sky mote. When the page size increas_B’%‘Cket loss can be obtained by active or passive probing. For

to 48 packets per page the additional cost is 24.5% of totgFtance, a passive probing approachiis to periodicalfystrat
RAM. pages without extra packets. The number of packets reqlieste

for retransmission can be then used to estimate the padet lo
The costs of rateless Deluge which are outlined above imﬂi}‘obability. The number of neighbors can easily be deteeghin
that a page size that is smaller than the default Deluge Page keeping a table of known neighbors based on overhead
size of 48 packets per page would be beneficial. Howevagyertisements and requests. Advertisements by nodeghapp
there is a trade off because at some point the redUCtionsij}‘stematically regardless of the amount of data preserti@n t
the page size becomes counter productive. To illustrat thigges and are therefore a good way to gain an estimate of the
consider the extreme case where the page size is 1 packginper of nodes in range. To accommodate network topology
both rateless and original Deluge will transmit a singlekB4c changes, the table could be refreshed periodically. The-acc
upon a new request and the benefit of rateless Delugeré%y of the estimates oF andp has an effect on the amount
lost. While small page sizes greater than one will show sorde communication required. An overly conservative estienat
benefit, higher page sizes increase the communication aggl cause excessive transmission of data packets and a low
energy gains of rateless coding, as shown by our experimegigimate will cause additional requests. The effects afigisi
and simulations in the sequel. Figure 5 provides anothgfimerical FEC in sparse networks and accurate estimates of

that when there is a waiting period before precoding, then a

reduction in the overhead is only seen when the pages size VI. EXPERIMENTAL RESULTS
exceeds a certain threshold. For these reasons, all expreism The experiments in this section evaluate the performance
are performed with a page size of 20 packets. of rateless Deluge and ACKless Deluge with respect to the
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Fig. 6. Average dissemination time of rateless Deluge an&l&€s Deluge,
as a function of the packet loss. Precoding reduces thendisagon time
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Fig. 7. Comparison of average dissemination time of a 9-pagage with
increasing packet loss for each protocol.
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original Deluge protocol. All the experiments are perfotme | Aoteloss Dol et
on a test bed of 2.4 GHz Tmote Sky motes. Packet loss is 3401 == Optimal
generated in two different ways depending on the experiment
i) forced packet loss, which is the practice of dropping sk
uniformly at random at a certain rate; in this case the motes
transmit at their highest power setting over short distance
to ensure a good link; and ii) natural packet loss, which
induces packet loss by transmitting at the lowest poweinggett

in the presence of interference. Interference is provided b
motes transmitting over the advertisement, data, and abntr
channels; the delay between transmissions is chosen ontyfor 18
at random between 3 and 7 milliseconds.
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Fig. 8. Average number of packets transmitted on the datzepda a function
] ) of the packet loss for each protocol.
All single-hop experiments are performed on a 16-motes

testbed that form a fully connected graph. At the beginning
of the experiment a 9-pages image is present on one meteode a single packet is on average .03897 seconds and the
(i.e., the base station). The experiment ends once everg mehcoding cost is 7.0146 for the entire 9-pages file. In thigca
has the entire image in Flash. Data is collected in two way&CKless Deluge has mitigated 93.4 percent of the encoding
A single mote is connected to a PC and records all netwookerhead. This confirms the calculation of Section IV-E that
activity and each node in the network logs local statistitd aindicated that precoding mitigates the overhead of engpdin
stores them to Flash memory. Each data point represents lihdact, for the case of ACKless Deluge, the overhead almost
average over five trials. The experiments are conductedrundempletely disappears.
forced packet loss. The second experiment compares the original, rateless, and
Two single hop experiments are performed. The first expekCKless Deluge protocols in terms of the time to disseminate
iment shows the benefits of precoding, namely, the pracficetbe image, the number of data packets transmitted, and the
anticipating future requests to mitigate the cost of enogdi number of requests transmitted in the network. Figure 7 show
Figure 6 shows that for both rateless and ACKless Delugfee amount of time in seconds to disseminate the entire
precoding significantly decreases the time to disseminéite a image to all nodes. Since this experiment is performed on
over one hop; for example, Figure 6 shows that when 7 percenir testbed, these times include all computational ovethea
of packets are lost, precoding reduces the time to disseeninaf our implementation. With minimal packet loss, original
by 9.1 percent for rateless Deluge and 24.9 percent fDeluge performs significantly better than either version of
ACKIess Deluge. The reduction for ACKless Deluge is muctateless Deluge. However, as the packet loss increasgsari
larger because it assumes no additional transmission dexdeeDeluge becomes worse than ACKless Deluge starting from a
and it does not wait for requests before starting to precodeacket loss rate of 4.5 percent and than rateless Delugimgtar
Looking at the specific numbers at 7 percent loss, ACKleg§®m a packet loss rate of 8.5 percent. Rateless Deluge alway
Deluge is 6.5484 seconds faster with precoding than ACKlgssrforms worse than ACKless Deluge because of the waiting
Deluge without precoding. At 20 packets per page, the costperiod it uses to prevent excessive Flash loading.

A. Single Hop
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Fig. 9. Average number of packets transmitted on the comgrahe as a Fig. 10. Average time to disseminate an image over a two-teswark for
function of the packet loss for each protocol. each protocol, as a function of the network size.

The transmissions in the data plane for each version instwo ways. A single mote is connected to a PC and records

well as the minimum number of transmissions are shown ! r_let_work activity and each node in the network logs local
Figure 8. The minimal number of packets is 180 since thefdAlistics and stores them to Flash memory.

are 20 data packets per page and 9 pages in the image. Afhe multi-hop _expenment compares (_)rlgme_ll, rateles_s, and
low packet loss, rateless Deluge performs near optimaIeNhﬁCKless Deluge in terms of the time tp disseminate the image,
the other two versions perform similarly. However, as packi€ number of data packets transmitted, and the number of
loss increases, original Deluge requires significantlyemata '€9Uests transmitted inlaw density network. Figure 10 shows

packets to disseminate the image. As expected, ratelesg@elthe amount of time in seconds to disseminate the image over
transmits less data packets than ACKless Deluge. two hops; in the figure, the number of motes shown on the x-
éis is divided evenly between the two hops. The figure shows

The transmissions in the control plane for each version a
at both rateless Deluge and ACKless Deluge perform slower

the minimal number are shown in Figure 9. The minimu idinal Del h h ;
number of packets is 9, one for each page in the image. In tHi&" original Deluge over two hops. However, as the number o

case, original Deluge always performs worse than bothesasel motgs Increases the average dissemination time of boilb$_a t_e
versions. ACKless Deluge uses near optimal transmissioffgSions increases noticeably slower than that of original

for all rates of packet loss and rateless Deluge performs fU9€. This trend suggests that at higher density theessel
between ACKIless and original Deluge. versions would disseminate the image faster, unfortuyate

The conclusions to be drawn from the single hop e)y_astbed is not large enough to verify this conjecture. Sxktha

periments are that with increasing packet loss rateless a Ohlgher density networks is explored further in Sectiori-VI

ACKIless Deluge both perform better than the original versi .Th its for th icati lexit dat d
in communication complexity. Furthermore, as packet loss € results Tor the communication complexity on data an

increases the rateless versions disseminate the imagesn Feontrol planes show that, even at low density, the rateless

time; the reductions in the communication on the data at)(grsions significantly reduce the amount of transmissio_ns
control planes of the rateless version are significant ehou n the multi-hop network. Both rateless protocols transmit

to overcome the inherent overhead of rateless codes. W er data packets than original Deluge as the number of

comparing the two rateless protocols, ACKless Deluge sho@sce'vmg motes increases. Similarly to single hop, ratele

significant reduction of transmissions in the control plane eluge transmits fewer data packets than ACKless Deluge.

rateless Deluge performs better in the data plane. This _Bfgth rateless versions perform far better than originalugel

an expected result because ACKless Deluge adds extra dﬁtg]rﬁ Tontrol plane, and once again, ACKless Deluge is near
packets to eliminate retransmission while rateless Detrdg optimal.
sends the minimum amount of data packets requested. C. FEC

) As explained in Section V, using numerical FEC is appro-
B. Multi-Hop priate since the extreme value theory bound of [10] is not
The multi-hop experiments are performed with a varyingccurate for smallV. For these experiments we have selected
numbers of motes and natural packet loss. In each experimé max_,  7; <t) = .95. The number of extra packets
one mote possesses the entire 9-pages imggepotes are sent with each transmission is dependent on the number
placed a single hop away from the source, ahdare placed of neighbors and the probability of loss. Figure 11 shows
two hops away from the source. Each data point represetiie reduction in data packets transmitted to distribute a 9-
an average over five trials. Once again, the data is collectealges image in sparse networks. The experiments uses forced
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Fig. 11. Comparison of numerical FEC and extreme value FEifiterms ~Fig. 12. Average number of packets transmitted on the dataephs function
of data packet transmissions versus packet loss. NumeFig@l allows for Of the network density, for each protocol.
reduced communication of the data plane.
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-G - Original Deluge o)
. . —*— ACKless Deluge Pl
packet loss and varying network densities and shows that 600|| --# Rateless Deluge
the numerical method reduces the amount of data transmitted ¢
. . . X 500F P
significantly compared to the analytical one. Additionatg 8 s
would be expected, increasing network density causes the  gaoo
number of packets to be sent to converge towards the arallytic g
expression employed by the extreme value approach. & 300
Section V also indicates that ACKless Deluge requires 2 500l

knowledge of two parameters: the probability of logsand z @
the number of neighborsy. To explore the sensitivity to these 100} ,o" “““““““““““““““““““““ *
parameters consider a network in which the source has 8esingl 47 g ® ol i

hop neighbors and the network has a loss probability of 5%. 10 20 30 70 80 90 100
In this case ifp is assumed to be correct ard is slightly
overestimated as 12 the number of data packets increases;y13.  average number of packets transmitted on the cbpleme as a
4.2% and the number of request packets is the same. Howeteition of the network density, for each protocol.
if NV is estimated as 100 then the number of data packets
increases by 32%. WheN is underestimated as 1, the number
of data packets decreases by 2.4% and the number of requasts control packets than original Deluge. However, to be an
increases by 38%. This shows that significantly over estirgat effective solution, rateless Deluge must also scale weth wi
N causes a large increase in the number of data packets, ibateasing network density. To simulate these conditioes w
only a small under estimation causes a significant increasave used the TinyOS simulator, TOSSIM, and configured
in the number of control packets sent. i is assumed to it so that all motes are within one hop of the source and
be correct andp is overestimated as 9% packet loss, thpackets are dropped at a rate of 7 percent. Only the numbers
number of data packets increases by 14.3% and the numbeobflata and control packets transmitted have been colléoted
requests is approximately the same. Whes underestimated these simulations. No timing data has been collected becaus
as 1% packet loss the number of data packets decreasesT®SSIM considers all processing to happen instantaneously
12.7% and the number of requests increases by 7.7%. Thé&sés does not lend itself to a fair comparison since all of the
examples reflect large error in the estimateNdfandp, but it overhead of rateless Deluge is due to processing and, thus,
should be noted that the algorithm is tolerant to small errowould be ignored.
in the estimate. Overall, when the goal of using the protocol Figure 12 shows the number of data packets transmitted to
is to reduce the amount of transmission in the control pladisseminate a 9-pages image at varying network densities. A
a overestimation of either parameter increases the nuntbedaw density the simulation performs similarly to the experi
data packets sent, but maintains the amount of control peckeents on the motes; rateless Deluge has near optimal perfor-
sent. mance while ACKless and original Deluge perform similarly.
However, as the number of receiving nodes increases, afigin
. Deluge rapidly increases the amount of packets it sendsewhil
A. Scalability ACKless Deluge keeps transmitting a consistent amount. The
The preceding experiments have shown that at low netwaaknount transmitted by rateless Deluge appears to converges
densities and packet loss, rateless Deluge transmits f@atar that by ACKless Deluge. The number of control plane packets

40 50 60
Number of Nodes

VIl. SIMULATION
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network density.

We have presented two rateless OAP protocols, namely
rateless Deluge and ACKless Deluge. Although ACKIless
Deluge adds communication on the data plane, it is
particularly efficient on the control plane as it almost
completely eliminates the needs for retransmission ragues
by receiving nodes and packet retransmissions by sources.
Since it unlikely that nodes will request packets belonging
to a previous page, ACKless Deluge is able to take full
advantage of precoding and speed-up data transfer. We have
provided a simple mathematical approach to determining
the number of extra packets needed by ACKIless Deluge in
order to guarantee, with high probability, that all the nede
receive enough packets to decode a page. Overall, this work
has shown that rateless Deluge, augmented with our FEC
mechanism, achieves excellent performance with respect to
almost all the metrics relevant to wireless sensor networks
More generally, we expect rateless code transfer mechanism

transmitted is shown in Figure 13. _As the density_in_creanes,_ similar to these presented in this paper, to be practical and
amount of control packets transmitted by the original \@si \,sefy| for any communication protocol in wireless sensor

of Deluge, increases rapidly, while the amount transmitigd petwork that must overcome traffic congestion and packet
rateless and ACKless Deluge increases much more slowly, 455 due to packet broadcast.

B. Energy Savings

The amount of energy used to disseminate an image isThe authors wish to thank the reviewers for their editorial
another very important metric that can be used to comparguts. This work is partially funded by the National Scienc
the behavior of the different protocols. Indeed, wirelemsser Foundation under grants CNS-0435312 and CCF-0729158 and
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networks are (generally) powered by batteries and lowby a grant from Deutsche Telekom Corp.

energy usage will extend the lifetime of the network. To get a
idea of the energy savings over a single hop, simulations are
run using the power modeling capabilities of PowerTOSSIMI
an extension of TOSSIM. Since PowerTOSSIM does compute
processing energy it provides a valid comparison. In oup
simulation, a 9-pages image is disseminated to a varying
number of modes over a single hop with a packet loss ratlg]
of 7 percent.

The results of our simulation are presented in Figure 14,
which shows the average energy consumed in millijoule (mJ[)l]
per node at different network densities. The total energy of
the original protocol is substantially larger than each loé t
rateless versions. This is because the original protoqudess [5]
a larger amount of communication on both the data and contrgd
planes. At lower densities, rateless Deluge performs bt
ACKless Deluge, but as the number of nodes increases the
energy use of each rateless protocol begins to converge. [7]

VIII. CONCLUSION ]

In this paper, we have shown the benefits of usin
random linear codes for over-the-air programming of sensg?
networks. Compared to Deluge, one of the most widely usgd
OAP protocol at present, our implementations (i) reduce
communication on both the data and control planes, ('th]

reduce latency at moderate levels of packet loss, (iii) aveem
scalable to dense networks, and (iv) generally consume f&i
less energy, a premium resource in wireless sensor networks
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