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Abstract— This paper introduces a new object tracking method
which combines two algorithms working in parallel, and based on
low-level observations (colour and gradient orientation): the Gen-
eralised Hough Transform, using a pixel-based description, and
the Particle Filter, using a global description. The object model is
updated by combining information from a back-projection map
computed from the Generalised Hough Transform, providing
for every pixel the degree to which it may belong to the
object, and from the Particle Filter, providing a probability
density on the global object position. The proposed tracker
makes the most of the two algorithms, in terms of robustness to
appearance variation like scaling, rotation, non-rigid deformation
or illumination changes.
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I. INTRODUCTION

Object tracking is a challenging problem in computer vision,
with applications in many areas like security, surveillance or
human-computer interaction. Difficulties are due to appearance
changes of the object and its background, motion variations or
occlusion. Many methods have been proposed in the literature.
We refer to the survey of Yilmaz [1] for a comprehensive
coverage of the problem. In this paper, we propose an original
tracking method combining two algorithms: the Particle Filter
and the Generalised Hough Transform.
Isard adapted the particle filter for object tracking in his
condensation algorithm [2]. It belongs to the family of the
Bayesian filters, and is based on the estimation of the posterior
distribution of the object state using a set of weighted particles.
Each particle corresponds to an hypothetical state of the
object (typically describing its position and velocity), while
the weight represents the importance of the particle. The
particle filter is composed of three steps: (1) Observation, to
measure how each particle fits the model, (2) Resample, to
keep the best particles, and (3) Propagation, to diffuse the
set of particles according to a dynamical model. In tracking
problems, the observation step is usually based on object visual
representations. Different representations have been used to
model the target object: Isard [2] models the borders of the
object using parametric B-spline curves, Nummiaro [3] uses
colour histograms. Pérez [4] splits the object in different
parts, each one modelled by a colour histogram. Maggio [5]
uses smoothed histograms of gradient orientation for rotation
robustness purposes, combined with colour histograms to form
a particle filter using two features. Brasnett [6] also uses

multiple features (colour, edge and texture), and proposes a
way to adaptively change their relative weights over time, to
improve the performance of his tracker. The resample step is
also an important process: Arulampalam compares different
resampling methods in [7]. Soto [8] proposes a method to
adapt the number of particles according to the quality of the
observation, and also a way to adapt the dynamical model used
in the propagation step over time.
The Hough Transform was originally proposed [10] to detect
lines and circles in binary images. Ballard [11] extended the
algorithm to arbitrary objects, in the so-called Generalised
Hough Transform (GHT). Originally, it consists in building
a model using points sampled from the object boundary, and
a function mapping the local orientation to the position of
every point with respect to the model centre. Initially proposed
as a detection algorithm, the GHT was extended to object
categorisation [12]. In this last method, the representation was
based on image patches built around interest points. The GHT
was also used for object tracking. Duffner [15] combined the
GHT with a foreground/background model, whereas Godec
[13] enriched the model representation, using random forest
theories. A similar model was proposed by Gall [14] for action
recognition.
The method proposed in this paper combines Hough-based
tracking-by-detection with global and predictive particle fil-
tering. The interest is to exploit the complementarity of the
two approaches: the GHT is less sensitive than the particle
filter to strong apparent accelerations. On the other hand, the
GHT lacks any predictive capability and is more sensitive
to object deformations. Moreover, while the particle filter
is based on a global object model, the GHT uses a pixel-
based representation. Finally, even in their simplest form,
both algorithms have decent tracking performance, are very
versatile, and can be improved in many ways. Our main
contribution is the use of the output of the two algorithms to
update the object model. It is based on the back-projection map
from the GHT, which has proved a powerful tool. Razavi [19]
showed that the back-projection can be a base for a multi-view
GHT, and can measure the similarity between detections and
training examples. It was also used to update the object model,
by indicating if a pixel is likely to belong to the object. Our ap-
proach is different to those proposed by Duffner or Godec [15],
[13], who use segmentation algorithms to strictly determine
which pixels belong to the object. Our method uses two multi-
valued maps, concurrently produced by two approaches and



combined to soflty evaluate the level of belonging to the object
for each pixel. Combining a detector with a particle filter for
object tracking has already proven effective: Breitenstein [16]
proposed a multi-person tracker combining a detector (based
on HOG [17] or on GHT [18]), a classifier and a particle filter.
However, while the observation of his particle filter combines
the detector and classifier outputs, in our case the observations
are independent and only based on visual features.
This paper is organised that way: Section II focuses on the
particle filter, then Section III deals with the GHT. Section IV
shows how the two algorithms are combined, and Section V
presents results and discusses the performance of the tracker.

II. PARTICLE FILTER

A. Principle

The goal of the particle filter is to estimate the object state
using a set of particles. In our case, we will work with a fixed
number of particles: Np = 500. Each particle represents an
hypothesis of the state, and is associated with a weight, whose
role is to evaluate the adequation between the hypothesis and
the model. In our experiments the position of the object is
given by its bounding box. We then used the following four-
dimensional state space:

• (x, y): coordinates of the bounding box centre
• (w, h): width and height of the bounding box

We will not consider the orientation of the object. The state of
a particle i at frame t will be denoted by Xi

t = {xit, yit, wi
t, h

i
t}.

The three steps of the particle filter are defined as follows, for
each frame:

• Observation: for each particle with state Xi
t, we associate

a colour-based weight ωi
t, obtained by comparing the

colour histograms Ĥt of the object model and Hi
t of the

image at frame t within the bounding box given by Xi
t.

The RGB colour space is used, using nc × nc × nc bins
(with nc = 8), and the histogram distance is based on the
Bhattacharyya coefficient:

dc(Ĥt, H
i
t) = 1−

∑
u∈{1,...,nc}3

√
Ĥt(u) ·Hi

t(u) (1)

and then, as proposed by Nummiaro [3], the colour
weight is set as:

ωi
t = exp [−λ · (dc(Ĥt, H

i
t))

2] (2)

with λ = 50.0, chosen experimentally. The use of colour
histogram has the advantage to be robust to scaling and
rotations issues.
From the observations, the global state of the object is
estimated as:

X̂t =

Np∑
i=1

Xi
t · ωi

t (3)

with Np the number of particles.
• Resampling: Arumpamlam proposed [7] different meth-

ods to resample the particles. For the sake of simplicity,

the particle set was generated using a multivariate Gaus-
sian Process. For each particle Xi

t = {xit, yit, wi
t, h

i
t},

the multivariate Gaussian Process is done using four
independent Gaussian Process :

– For the spatial states (xit, y
i
t), we use two inde-

pendent Gaussian of parameters (x̂t−1, c · ŵt−1)
and (ŷt−1, c · ĥt−1) (x̂t−1 and ŷt−1 corresponding
to the spatial estimation from the previous frame,
while ŵt−1 and ĥt−1 corresponding to the width
and height estimated in the previous frame). We
choose c = 1

2·(2·
√

2·ln 2)
, because (2 ·

√
2 · ln 2) is the

coefficient linking the full width at half maximum
(FWHM ) of a Gaussian and its standard deviation
σ: FWHM = (2 ·

√
2 · ln 2) ·σ. To goal is to ensure

that most of the particle are inside the last bounding
box estimated.

– For the scale states, given the estimation from the last
frame (ŵt−1, ĥt−1), we are generating a multiplica-
tive coefficient β using a centralised Gaussian with
a standard deviation of 0.05. Then wi

t = β · ŵt−1

and hit = β · ĥt−1.
• Propagation: by denoting At a transition vector mod-

elling a dynamical model, and Wt a vector modelling
a Gaussian noise, the propagation model to update the
particle state from Xi

t+1 to Xi
t is given by:

Xi
t+1 = Ai

t · Xi
t + Wi

t (4)

The first matrix is used to describe the dynamical changes
of the model (velocity, scale change), while the second
is used to diffuse the particle set in the state space, but
given our resampling model, the operation of diffusion
has already been done before. In the experiments shown
in this paper, the transition matrix Ai

t = I4 is the identity,
and Wi

t is a null-vector.

III. GENERALISED HOUGH TRANSFORM

A. Construction of the model

The GHT model is based on a so-called R-table T, built
using a reference point R (the centre of mass of the object
for example) and the gradient map. The R-table is indexed by
orientation values, and each entry contains a list of couples
(~u, ω), where ~u is a displacement, and ω its weight. Let M
be the magnitude map, and O the quantified orientation of the
gradient (with no = 8 bins).

For all pixels P such that M(P ) is above a certain threshold
(set to 10 in our experiments), let ~uP =

−→
PR be the dis-

placement of P relative to the centre, and ΘP the quantified
orientation of the gradient at P , we add in T(ΘP ) the couple
( ~uP ,M(P )). Like Duffner in [15], for each table indexed by
its orientation, we only store the D displacements with the
highest weights (in our case D = 50). It has the advantage to
limit the memory use and also significantly improve the speed
(otherwise, each table can contain hundreds of displacements).



B. Detection

Given an image, the goal is to detect an object using the
R-Table. The decision is made using a accumulation map (the
Hough transform), denoted HT. The magnitude map M and
the quantified orientation map O are computed. For each pixel
P with M(P ) above the threshold, and orientation ΘP , we
consider all the nΘP

entries {( ~uj , ωj)}j≤nΘP
of the R-Table

T at the index ΘP . For each couple j, the accumulator HT(P+
~uj) is incremented by the quantity ωj . The detector output for
the best object position (if needed) may be given by Pmax =
arg max

P
HT(P ).

C. Back-projection map

Under this form, the GHT has some weaknesses: in spite of
a certain robustness to small deformations, it is very sensitive
to scaling or rotating. Moreover, in a tracking context, it lacks
a model updating process. Godec and Duffner proposed in
[13] and [15] to use a back-projection map as a support for
updating. In their case, after having detected the pixel Pmax

with the highest value in the accumulation map, they build
the back-projection map by determining which pixels voted
for Pmax, for they are the more likely to belong to the object.
Our approach uses a ”softer” version of the back-projection
map: each voting pixel is attributed the value of its best pixel
in the accumulation map, more precisely:

BP(P ) = max
j≤nΘP

HT(P + uj) (5)

The map is then soft and denser compared to the one proposed
by Duffner or Godec, however, a lot of pixels from the
background may have a non-zero value. A threshold is not
satisfying, since background regions similar to the object may
have good votes in bad detection situation. Godec proposed to
use the GrabCut segmentation algorithm from [20] to extract
the foreground, while Duffner used a probability model to
segment the foreground from the background. In our case, we
do not used hard segmentation but combine the rough back-
projection map with the output of the particle filter.

IV. FUSION

A. Combine the outputs

The goal is to exploit the output data from both the particle
filter and the back-projection map to determine which pixels
are more likely to belong to the object, and use them to update
the two models. As written in Section III, the back-projection
map provides local confidence measure related to the GHT
model (the R-table). However, our ”soft” back-projection map
may also give good score to pixels far from the object. We
then combine this value with the information provided by the
particle filter. Let the observation map of the particle filter be
the image OP defined from the position states of the particles,
such that for all i ≤ Np,OP(xit, y

i
t) = ωi

t, and OP = 0
elsewhere. Multiply the back-projection map BP with OP
would be the natural combination. However, the latter is only

a sparse estimation of the density map, and so, we need to
smooth it. While fitting it with a joint probability distribution
can give good results, it relies on a global estimation scheme
that may be time-consuming. Instead we spread it using a
morphological dilation, with an elliptic structuring element SE
of size ( ŵ

Np

1
3
, ĥ

Np

1
3

), with ŵ and ĥ the estimated width and

height of the object. Finally the fusion map B is defined as
follows:

B = BP · δSE(OP) (6)

B is then normalised to [0, 1] and all values inferior to ε = 0.05
are set to 0 (corresponding to discard pixels whose importance
in the fusion map are less than 5% of the maximum value).

B. Update models

Given the normalised fusion map B, the two models are
updated as follows:

• For the particle filter, we evaluate the colour histogram
(denoted HB

t ) from the sub-image defined by the bound-
ing box of all pixels P such that B(P ) > 0. Then, we
update the model according to this formula:

Ĥt+1 = α · Ĥt + (1− α) ·HB
t (7)

with α = 0.9.
• to update the R-table, the magnitude map M and quanti-

fied orientation map O of the gradient are computed just
like in the construction of the R-table. Then, let R be the
centre of mass of B. For all non-zero pixels P from B,
we consider its quantified orientation ΘP , and its fusion
map value B(P ):

– if ~uP =
−→
PR is not in the table T(ΘP ), then we add

the entry with a weight M(P ).
– if it is already in, we update its weight ωΘP , ~uP

using
both the magnitude M(P ) and the fusion map value
B(P ):

ωΘP , ~uP
←

α · ωΘP , ~uP
+ (1− α) · B(P ) ·M(P )

2
(8)

To avoid overloading the memory and slowing down the
process, the R-Table size is still limited to the D = 50
displacements with highest weights for each ΘP index.

C. Tracking decision

The final step is to provide the estimated state of the tracked
object. In one hand, the particle filter gives and estimation of
the object state. In the other hand, following the idea that a
pixel in back-projection map is as high as it is more likely to
belong to the object, we will use this back-projection map to
estimate the state. Like the updating process, the use of the
fusion map B is the natural combination. So, we decide to
estimate the state of the tracked object by the bounding box
of all non-zero pixels of B.
The Figure 5 synthesises the complete tracking process as
presented in this section and the two previous ones.



Fig. 1. Generalised Hough Transform used alone. After several frames, the peak of the accumulation map (second image) becomes less visible. The third
image represents the back-projection map, and the third map shows the thresholded version (using Otsu’s method explained in [21]). Some pixels from the
background, in the bottom-right corner, are still visible

Fig. 3. Success case for the combined tracker for position and scale changes. Alone, the particle filter was not able to detect the scale change. But with the
back-projection map (the third image), pixels from the border of the mug, having high value, are still present in the fusion map (the fourth image), making
success estimation of the scale and the position.

V. EXPERIMENTS

We have performed a series of preliminary experiments,
whose purpose is to show that the combination of the two al-
gorithms provide significant improvement with respect to each
one used individually. In the working sequence, the objective
is to track the mug. Basically, the movement is composed
of a translation and a scaling, followed by a descaling. Both
algorithms are used in their simplest possible form.
On the one hand, the GHT is rapidly turning bad (See
Figure 1): the accumulation map shows multiple local maxima
with high values, and the lack of information from the previous
frames (the GHT is just a detector) does not provide a way to
select the best maximum. Moreover, without other information
(such as the classification model used by Duffner [15]), or an
effective segmentation algorithm (like GrabCut used by Godec
[13]), extracting the object boundaries is a difficult task.
On the other hand, while the Particle Filter, in the simple
form proposed in our paper, gives decent results in the
spatial estimation, the absence of propagation model makes
it impossible to detect scale change (see Figure 2). However,
it is possible to improve the tracking using differents solutions:
using a propagative model taking in consideration the motion
can be a solution.
By combining the two algorithm, the tracker turns more
effective to scaling issues (see Figure 3). However, it possesses
the same weakness as the simplified Particle Filter: without
a strong model of resampling and propagation, it is difficult
to follow an abrupt variation of scale, and also possess the
inherent problem of the GHT: without scale or orientation
parameters, the detectors fails in rotation or scaling task (see
Figure 4).

Fig. 2. Particle Filter used alone. Each coloured pixel corresponds to the
projection of the particle in the spatial space. Its colour represents its weight
(Equation 2): red corresponding to high weight, blue to low weight. The
rectangle is the state estimated with the Particle Filter, processed alone, using
the equation 3. Its colour corresponds to the weight of the observation, for
its state.

VI. CONCLUSION

We have presented an original and versatile object tracking
algorithm combining Hough based tracking-by-detection and
Particle Filtering. These two algorithms present fundamental
complementarities: the GHT is insensitive to the accelera-
tion while the Particle Filter has a strong predictive basis.
Furthermore they operate on two different levels: pixel level
for the GHT, and global level for the Particle Filter. The
main rationale for this approach is in the hypothesis that
the combination of two complementary methods under their
most basic form provide more benefits that sophisticating
each approach individually. Our contribution is focused on the
method to fuse the outputs of the algorithms: combining the
back-projection map from the GHT and the estimation states
given by the Particle Filter provides an effective method to
evaluate the level of belonging to the object at the pixel level.
Our experiments showed that working with very light versions
of the two algorithms, with a small R-Table for the GHT,
and a fixed and small number of particles, the combined



Fig. 4. Fail case for the combined tracker. In the first line, after several frame of fast descaling, the tracker is no longer able to estimate the scale. In the
second line, after several frames of rotation, the GHT causes the fail: the second image shows different maximums at different places, and near of the center
of the mug, several local maximums exists, perturbating the updating process, by adding datas from the background.

Fig. 5. Summary of the tracker. At the top, the object is represented by its bounding box (the red rectangle) described using two features: gradient and
colour. The goal is to estimate the state vector at each frame of the sequence. The GHT and the Particle Filter are operating independently: the first one
generates the back-projection map, the second one the (spreaded) observation map. The two output are combined (Fusion step), while the tracker output is
given by the Particle Filter.

tracker provides significant improvement compared to the two
algorithms used independently.
In the close future, we will focus on the extension of the
state space to orientation parameter. We will also improve the
fusion process, by proposing alternate combination between
the two confidence maps. At middle-term, we will consider the

different enhancement possibilities, at the visual representation
level (e.g. use of different features) and on the algorithm itself
(e.g. by implementing stronger resampling and propagation
processes), with the objective to maintain the simplicity and
lightness of the combined tracker. Quantitative evaluation of
enhanced versions will be performed using academic datasets.



At long-term, the goal will be to extend the tracker to the
multi-target context [16].
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