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Abstract

Applying computer technology to vehicle driving
has been studied for many years. Many university labs,
governmental organizations, and private companies in
the world have spent a lot of efforts on the so-called ITS
(Intelligent Transporiation Systems). In this research
field, -obstacle detection plays an important role in
assisting drivers with warning mechanism when some
dangerous situations may happen. In this paper, we
propose a fast method for detecting and tracking bikes,
pedestrians, and vehicles in front of a moving vehicle.

In order to detect bikes and pedestrians efficiently,
we apply a simplified fast stereovision method to
estimate their approximate positions. On the other hand,
we apply the so-called sign pattern technique to
estimate the vehicle positions. After that, different
methods are used to classify and confirm different kinds
of obstacles for adapting their heterogeneity.

1. Introduction

Many countries have developed the safety for
autonomous vehicle driving devotedly for decades.
Those research groups combine hardware and software
technologies to develop a certain mechanism for adding
more safety to vehicle. Safety bags can be operated for
instant lifesaving, and then a GPS (Global Positioning
System) and mobile communication system can inform
the traffic control center of those emergency conditions.
Some sensors, like millimeter-wave radars, acoustic
sensors, infrared images, and CCD (Charge-Coupled
Device) cameras are applied for object and/or distance
detection over the environment of the vehicles we are

Mori et al. [8] performed a sign pattern-based
method for recognizing pedestrian by the rhythm of
walking, Curio et al. [9] performed a similar method
but also used a human walking model. Papageorgiou
el al. [10] used the so-called wavelet templates to
store the features of the pedestrians, and then applied
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driving. This kind of sensing may be very useful when
some potential collisions are going to take place, either
due to the unawareness of the drivers or unreachable
sight of some objects at a blind spot. In the proposed
system of paper, we will focus on the latter.

Related Works

Tan el al. [1] developed a model-independent
method for detecting the vehicles based on a GHT
(Generalized Hough Transform)-like method. Willersinn
et al. [2] used the optical flow method and clustered
some similar optical flow vectors into a group for
detecting and tracking of moving obstacles on the road.
Matthews et al. [3] used the horizontal information
especially pertaining to the vehicles to detect the
approximate positions of the vehicles, and then applied
some pattern classification technique for the sake of
authenticity. In ARGO autonomous vehicle system [4],
they constructed a symmetry map for detecting possible
positions of vehicles, and then used the perspective
constraints to generate the bounding box.

On the other hand, applying sterecvision
technologies have also been researched. Weber ef al. [5]
used the so-called Helmholtz Shear to extract the image
regions above the road under flat ground plane
assumption. Bertozzi and Broggi [6] used an inverse
perspective transform to obtain the bird-view map from
the image data, and the polar histograms of - the
difference of stereo bird-view maps are used to detect
the vehicles.

In pedestrian recognition on the road, Broggi ef al.
[7] used a Shape-based method to detect pedestrian
based on the symmetry map and applied the geometrical
knowledge to erase background content.

the SVM (Support Vector Machine) technique to the
training of those features so as to recognize
pedestrians. Some similar methods based on 3VM
can be found in [11]. Gavrila and Philomin [12] used
a distance transform based matching to detect
pedestrians and to recognize road signs. In our
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Figure 2-1: Total stopping distances

previous work, Liu [13] used a simplified
stereovision method to detect positions of potential
obstacles and applied M-estimated Hausdorff
distance transform based hierarchical template
matching procedure.

2. Preliminary

The obstacles on the ground we concern about
are¢ pedestrian, vehicle, and bike. The entire system in
-the paper can be defined as follows:At time ¢, the
system obtains information of the traffic condition
Infoft), and then must answer the following four
problems repeatedly: 1) Existence Problem: Is there
any possible obstacle? 2) Verification and
Classtfication Problem: Is there any pedestrian,
vehicle, or bike in the group of detected possible
obstacles? 3) Location Problem: Where are those
obstacles? 4) Warning Decision Problem: In such a
situation, should the system wamn the driver to pay
more attention to the current traffic scene at time
+i?

When a safety waming system is applied, a
Total Stopping Distance for confirming the waming
signal can be defined as below.

V - (warning
+ reaction

system + 2 x { perception
time +V 2g- f))
where g is the acceleration of gravity 9.8 m/s’, f is
friction coefficient, and V¥ is the vehicle speed before
braking.

For a dry ground, the friction coefficient is
about 0.8, and for a wet ground, the friction
coefficient is about 0.5. Here, we set warning system
to 200ms (5 frame/s), friction coefficient to 0.5,
perception time to 400ms, and reaction time to 300ms
for a fast-reaction driver, and the total stopping

time )
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distance with respect to various vehicle speeds can be
summarized in Figure 2-1.

3. Obstacle Detection

Potential Obstacles for Pedestrian and Bike

For pedestrians and bikes, we use a simplified
stereovision method to detect those obstacles

efficiently, the so-called structure classification [14].
In the proposed system, two cameras are placed along
the horizontal lines (see Figure 3-1) and we use the
color information to do more precise structure
classification. It can be expressed as follows:

Figure 3-1 : Camera placement
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Figure 3-2: Encoding scheme of the structure
classification based on a 4-pixel neighborhood

where k and / represent different color component R,
G, or B, and ¢ is the color value of that pixel, and s is
a number for dividing the color range and the plus
with §/2 is to round up or round down the result with
respect to the number 5. Lastly, the number d is added
to distinguish the result whether the difference
between the neighbor pixel i and the center pixel x is
greater than zero or less than zero. Finally, we set the

. j 3
class index: Class  Index =3 8' -d(i)
i=0
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Figure 3-3: Disparity Histogram

For solving correspondence problem faster and
more precisely, we only choose the edge points of an
image as feature points and match them against edge
feature points with the same class index of another
image in the horizontal line. Therefore, the depth map
will be constructed by calculating the distance
between the correspondent points.

After constructing a sparse¢ depth map, the
disparity histogram is built from this map as shown in
the following Figure 3-3. We can check the disparity
valug in the peak position to detect the obstacles. For
pedestrian and bike detection, the potential obstacles
for next verification step is generated here by
checking all peaks in the disparity histogram.

In the paper, we select the M-HD to be the
similarity measure for template matching. M-HD
replaces the Euclidean distance by the cost function
that can eliminate outliers. The cost function p is
defined as: '

P x|S T
p(x) - T,lx‘ sT

where T is a threshold value.
And the directed Hausdorff distance based on
M-estimation is defined as:

1
By yp(4B) =~ 3 p(D(a, B)),
ol
N, denotes the number of points of set A

Bike Detection Procedure

After getting the potential obstacles for bikes
and pedestrians, we first classify them through the
bike detection procedure. If they are not bikes, the
pedestrian classification procedure will be continued
to verify.

The detection for bike is based on M-HD
template matching. Because the bikes are semi-rigid
bodies, there are some methods that can reduce the
number of comparisons:

1) The symmetry property; The bike is heading the
same direction as or the opposite direction
against that of our vehicle. Then, we always see
the near-front or near-back side of bikes.

2) Templates property: Because of the property of
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semi-rigid body and fixed sitting appearance of
human rider, we only need to choose some
meaningful templates for template matching.

Pedestrian

Detection & Template Voting
Procedure .

The performance of the template matching
procedure depends on the number of matches in
searching the best result and the accuracy for finding
the best result. In the paper, we propose a different
approach to resolve this problem fast, called TVP
(Template Voting Procedure) The TVP has six steps
as described in the following:

1) Establish the degree of similarity between
templates by using the closeness of matching
SCOres:

Let the matching score between A4 and B
templates be M(4,B), and let the matching score
between 4 and C templates be M(4,C). Here, we
make an assumption that the templates in the
database are abundant so that B is similar to C, if
M(A,B) is very close to M{4,C}.

2) Select a matching method among templates:

We use Hausdorff distance to provide the
matching scores. Because the distance measure
becomes the matching score, the similarity is
higher while the matching score is smaller.

3) Construct the matching score sorting queue for
TVP;

We give each template an index, from 7 to n,
and select a template i to compare with other
templates by the proposed matching method.
Here, S(i,1) represents the matching score
between template i and template /. The quick
sort is applied to sort those matching scores
SG.1), 56G.2), ..., 8(i,n} from low score to high
score. We name this sorted queue as
Sort_Queue(i). Finally, we generate the score
queue for all templates Sort_Queue(i), i=1~n.

4) Voting procedure in TVP:

After the construction of Serr Queue(i),
i=1~n, we select some reference templates as the
root of the overall comparison procedure. For
explanation, we use an example with small
number of templates, illustrated by Figure 3-3,
There are totally eight templates in the database,
and three reference templates #/, r2, and r3 from
those eight templates. When an image ¢ for
comparison comes, we generate the scores
Sgrlt), S(r2,1), and S(r3,f) by the predefined
matching function, and those scores are used as
the similarity checking criteria. For reference
template 7/, we choose three candidates that are
the closest scores to S(rl,#} in the score sorting
queue Sort_Queue(rl), say, S(rl1), S(rl 4), and
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Strl,6). Those templates form the set called
Possible_Set(rl,t) = {1,4,6}. The template sets
Possible_Set(rZ,1) = {2,6,7} and
Possible_Setfr3,1) = {6,8,7} are also generated.

Finally, we use those template sets to
construct a histogram Candidate_Histogram(t)
illustrated by Figure 3-6. The template in peak
position of this histogram is the most similar to
the incoming image z.

In this procedure, we reduce the original
number of matches dramatically from eight times,
matching against all the templates, to four times,
three with the reference templates, and one with

~ the template in peak position of the histogram, to

find out the most similar template in the template
database.
Different votes for different candidates:

After the preceding example, the approach
with fixed votes for each template was described,
that is, each candidate gets a vote. Here, we want
to give different votes for different candidates
according to the reference templates. If there is a
matching score S(i,j) smaller than Stk,j}, which
means J is more similar to j than & is; Thus,
template j should obtain more vote relative to
S(ij), since the higher the matching score is, the
higher the variability is.

The selection of the reference templates:

A good TVP depends on the number of the
reference templates and the closest candidates in
the voting procedure. In the paper, we want to
maximize the spans among each element in the

. score sorting queue:

The goal is to keep certain span among
each template element in the score sorting queue:
Sort _Queud(iyhaselementsfrom1ton
S'(i, j) = the j, elementin Sort_Queudi), 1< j<n
L4

DSur(i) =max > p(SG.J)-S(i k1))

d ifx>d
plx)=
x else

d is a predefineddifference threshold

© is used to reduce the dominance of
some very large distance scores. And we want to
maximize DSum to choose the suitable reference
templates. There is also another method to reach
this function. That is to keep the minimum
variance of the distance scores in the sorting
queue, but also to keep the maximum value of
DSum without constraint .
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DSum(i) = max i(s'(i,k}s'(i,k-l))
falen 033

DMean(i) = Li(s'(i,k)-s‘(i,kwl))
n-1%

- ! n Z";(S‘(f,k)-s'(f,k-l) - DMean(i))*

L]

After the above steps, we can be sure that every

clement in a score-sorting queue keeps a certain

distance from the neighbor elements. It will make the

candidates more meaningful under some measure
distances.
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index

Then, we apply TVP to match those image
regions with potential obstacles against the pedestrian
templates in the pedestrian template database. Unlike
bikes and vehicles, pedestrians are non-rigid bodies
so we need an abundant template database to meet
the matching requirement. And, TVP can assist to
speed up the matching procedure.

Vehicle Detection Procedure

For vehicles, we make use of the horizontal
edges [3] and SP (Sign Pattern)[8] of the vehicles to
estimate the possible vehicle existences. Different
from bikes and pedestrians, vehicles are rigid bodies.
The shapes of them are simpler and fixed. Although
the Hausdorff distance can also be used for vehicle



matching, we apply an easier and fast method based

on SP for the wvehicle, and it denotes darker

underneath. Moreover, the spare depth map seems to

be not enough to construct a complete position for

vehicles. So, we find the potential vehicles by finding

the horizontal edges from near to far (bottom to up in

the image). There are five steps to detect the vehicle.

1) Generating the horizontal edges.

2) Finding horizontal edges with enough length.

3) Verifying those potential vehicles with SP.

4) Verifying those potential vehicles with the
existence of enough edges.

5) Verifying those potential vehicles with the
symmetry.d

4. Obstacle Tracking

The tracking step plays an important role in
detecting any object, because it can reduce the cost to
searching the objects, Because pedestrians are
non-rigid bodies, they cannot be verified in the next
location by cross-correlation based methods. Instead,
we use the color information to accommodate the
flexibility of the pedestrians; a so-called color
indexing [15] methods for checking the similarity
between two objects are in different time frames.

Unlike the previous method that RGB colors
are used as features, we first transformed from RGB
into YUV color formation, where Y denotes
illumination vector and UV denote the chromatism
vectors for RB, respectively, and only use UV as
features to construct the histogram to remove the
effect of illumination:

3. min(H,(u,v), 5, (u,v))
min(|H,|,1H,))

We use the extrapolation method for to
implement tracking. In the initialization of tracking
procedure, the combination of two obstacles in
different time frames will be performed by their types,
their positions, and color indexing matching. After
the combination, the previous obstacle will be
discarded and the current obstacle will be reserved.
The reserved one will tag what is tracked, and the

predefined tracking model will be used to calculate
the velocities.

Color _Score =

5. Experiment

The binocular images are grabbed from the two
SONY DCR PC-100 digital video cameras (DV),
through Macally TEEE1394 PCMCIA card. The
system runs on a notebook with an Intel Pentium IIT
650MHz CPU and 256MB RAM,

There are totally 1124 shape images stored for
pedestrian matching, We only store 10 meaningful
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templates for bike matching. The height of the
template is scaled to 120 pixels, and then the size of
the template is normalized to 120x120 pixels in the
database of our system. In our experiment, we use
two different focal lengths 9.16mm and 4.2 mm to
adapt to different vehicle speeds.

In Figure 5-1, (A) denotes the successful
detection as two bikes that are with enough symmetry
property, but the left detection window of (B} denotes
the unsuccessful bike detection due to lack of
symmetry. It is actually detected as a pedestrian.

In order to choose good TVP matching
parameters for our pedestrian database which
contains 1124 templates with the # of reference
number equal to 3 and the # of candidate template
being 400 as the parameter settings. With this setting,
the average # of total matches for any an incoming
image can be lowered down to 9. In Figure 5-2, there
are some illustrations for pedestrian detection.

For vehicle detection, we test the proposed
method for different lighting conditions as shown in
Figure 5-3. In tracking, the Ciuenge is the interval to
apply tracking procedure. When it increases infinitely,
the system may be slower than the non-tracking
system with frequent tracking failures. If tracking is
quite correct, the detection rate will be better than the
non-tracking system. We show the result in Table 5-1.

6. Conclusion

In this paper, a fast stereovision method is
applied to extract the potential obstacles in front of
the vehicle. Color information is mixed into the
structure classification method to enhance the
accuracy of the stereo reconstruction. Although this
method construct sparse depth map, the presence of
the obstacles in front of vehicles with significant
image size in the scene can be obvious via this map.
Therefore, we can extract the approximate positions
of the obstacles in the image.

For detecting pedestrians and bikes, we choose
M-estimation Hausdroff distance as our similarity
measure. It uses the shape of an object as the
matching feature, and provides a smoother matching
score to adapt to the variability of pedestrians and
bikes. A template voting procedure (TVP) is
proposed in this paper. This procedure can also be
applied with different template matching methods to
minimize the # of total matches. In our experiment,
the # of comparison is decreased from 1124 down to
9 in average. The more the abundant templates are in
the database, the more precise the matching is. Also,
the effect of TVP is more obvious to decrease the # of
total comparisons.

The M-HD based template matching is based on
the shape of the image. Therefore, choosing a good
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Figure 5-1: Bike Detection

(A} Single Pedesirian Detectioo (B} Multiple Pedestrian Detection

Figure 5-2: Pedestrian defection

Figure 5-3: Vehicle detection

Table 5-1; System Time and Detection Rate.

Non-tracking | Tracking . Tracking -
. \ Non-tracking - .
Coracting | System Time |System Time Detection Rat Detection
etection Rate
(fps) (fps) Rate
5 4.5~77 54~8.56 85% / 84% 84% / 83%
4 59~92 82% / 82%
3 65~97 78% / 80%
2 6.7~103 2%/ 75%

(Detecticn rate for bike and pedestrian | vehicle, fps denotes “frame per

seconds™)

threshold to distinguish edge from rough edge parts
under different weather and illumination is very
critical. Some image segmentation and analysis
techniques can be added to increase the correctness of
the shape edge. But those steps may become another
computational burden to the whole system. Therefore,
it is a trade-off for the shape matching methods.
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