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Decision trees play important roles in many fields 
such as pattem recognition and classification. It is be- 
cause they have simple, apparent and fast reasoning proc- 
ess. This paper develops an algorithm to generate a 
leaming fuzzy decision tree. This algorithm firstly col- 
lects enough training data for generating a practical deci- 
sion tree. It then uses fuzzy statistics to calculate fuzzy 
sets for representing the training data in order to save 
computing memory and increase generation speed. Fi- 
nally, this algorithm uses a sub-optimal criterion to leam 
a d e c p  tree from the resultant fuzzy sets. The algo- 
rithm is applied to a general-purpose tactile force sensing 
system. This system uses fuzzy logic to interpolate the 
force data. Then, the proposed algorithm is used to gener- 
ate the desired decision tree from the tactile data. Based 
on the decision tree, the objects can be on-line recognized 
precisely. 

1. Introduction 
The decision tree is a well-known decision structure 

[7]. A binary tree is one class of decision trees [SI. Deci- 
sion trees can be applied to many fields [1,5] such as 
pattern recognition, classification, decision support sys- 
tem, expert system, etc. A decision tree has several nodes 
arranging in hierarchical structure. Each of its nodes has 
different function and meaning. Fig.1 is an example of a 
decision tree applying to a classification problem in a 
two-dimensional feature space, where each object to be 
classified is represented by a two-dimensional feature. In 
Fig. 1 ,  the condition g,(X)20, i=1-4, is the decision func- 
tion or splitting rule to split the corresponding region into 
two parts and to decide which part the object should be- 
long to. The label C,, j=I-V, is one of the names of the 
predefined classes; the ellipse containing go(X)20 is the 
root node where the classification begins; the ellipse 
containing g,(X)20, i=1-3 is the intemal node where the 
classification continues; the square containing Ci, i=I-V, 
is the terminal node where the classification stops. 

From the example in Fig. 1, we can easily see that the 
decision tree implements decision or classification in a 
simple, apparent, and multistage manner. Furthermore, 
since each node of a decision tree uses only a simple 
splitting rule and a small subset of all features, the whole 
decision process is fast and efficient [SI. It is interesting 
to note that decision trees can be mapped into a class of 
artificial neural network or entropy nets with far few 
connections [7]. In some applications of prediction and 

Fig. 1 An example of a decision tree. (a) Its structure. 
(b) The hierarchical partition of feature space. 

recognition, decision trees have comparable performance 
with artificial neural networks [l]. 

To generate a practical decision tree, numerous 
training data are necessary. If the number of training data 
i s  enormous, it requires long processing time and large 
memory space to generate a useful decision tree. This 
paper uses fuzzy statistics to generate several fuzzy sets 
from training data. It intends to meaningfully represent 
the statistic distribution of training data, increase compu- 
tation speed, and save storage memory. 

Given a set of training data, an optimal decision tree 
is inherently difficult to obtain. This is because (a) opti- 
mizing a node’s performance does not necessarily opti- 
mize the performance of the whole tree, and (b) the pos- 
sible number of tree topologies is extremely large even 
for moderate number of classes and a moderate number of 
features [5 ] .  This paper adopts a sub-optimal splitting rule 
at each node to generate a decision tree. This is a cost- 
effective method of quickly obtaining a decision tree with 
satisfactory performance. 

Experiments suggest that human tactile perception 
system can fast and accurately recognize real world ob- 
jects [SI. With rapid advances in tactile sensor technology, 
there are more and more tactile sensors applied to numer- 
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ous regions, such as biomedicine, computer petipherals, 
industry [ 121, etc. This paper also constructs a hzzy logic 
based tactile sensing system. As tactile perception is the 
human inherent capacity and fuzzy is the nature: of human 
reasoning, it is straightforward to apply fuzzy logic [2, 6,  
10, 111 to increase the resolution of a tactile sensor. This 
is a cost-effective method and can integrate human ex- 
pertise as well as fulfill nonlinear interpolation. 

To examine the performance of the proposed 
leaming fuzzy decision tree, the proposed algorithm is 
applied to the tactile sensing system to classify several 
geometric objects and human hands. 

The organization of the paper is as follows. A learn- 
ing fuzzy decision tree is developed in section 2. The 
tactile sensing system and the fuzzy interpolation algo- 
rithm are described in section 3. In section 4, tlhe propos- 
ed learning fuzzy decision tree is applied to the tactile 
sensing system to classify several geometric objects and 
human hands. Finally, several concluding remarks are 
drawn. 

2. A Learning Fuzzy Decision Tree 
This paper uses the following steps to obtain a practi- 

cal decision tree for classifying objects: (1) selecting a set 
of features that can well describe the objects and then 
massively measuring every feature of each object to get 
sufficient training data, (2) applying fizzy statistics to 
find fuzzy sets for compressing and representing the 
training data, (3) learning a decision tree from the fuzzy 
sets. The above mentioned three steps are described in the 
subsequent context. 

2.1 Features Selection 

The application in this paper is to classify objects 
from their tactile images. By mathematical transforms, a 
lot of useful features can be extracted from the tactile 
image [3]. This paper selects complex moment invariants 
as features. The advantages of complex moment invari- 
ants are (1) invariant to translation and rotation, (2) sim- 
pler and more powerfkl than other moment features in 
object recognition [4]. The complex moment invariants 
are derived below. 

The definition of continuous complex moment is: 

where p and q are nonnegative integers; g(x, y) is the 
gray level function of the tactile image. Because the re- 
solution of the tactile sensor is limited, the above formula 
is modified into discrete complex moments as: 

A X = & = l  

The simplified equation is: 

where ( j ,  k )  represents the coordinates, relative to the 
corresponding center of pressure for each grid of tactile 
image. A set of complex moment invariants then can be 
obtained as [4]: 

SI =cp;’ s, = IC$p 

s, = s, = ICzp 

s, = IC$p 

s, =IC$\* s,, =(c$T(c:y +c.c. 
s, =(cgy(c:y+C.c. SI, =c:(c:T +c.c. 
s, = (c: y (cg ). + C.C. 

s, = c,”;’ 

where the * represents complex conjugate, and c.c 
denotes the complex conjugate of its previous term. 

2.2 Fuzzy Sets for Compressing Training Data 

This paper adopts LR type fuzzy sets [2] and uses 
fuzzy statistics [9] to determine several points on their 
membership functions. The curve fitting method and the 
pre-determined points are used to identify the LR type 
fuzzy sets. 

2.2.1 Determining Several Points on a FUZZY Set 

The training data is denoted as T={Tl, Tz, ..., T,,}, 
where Ti={Til, Tiz, ..., Tim} is the training data for the 
object i, and Tu is the training data for the feature j of the 
object i. The goal is to find fuzzy sets Fi, to represent TG, 
i=l, 2, ..., n, j=1, 2, ..., m. The algorithm for estimating 
points on Fij is outlined as follows: 

(1) The standard deviation and the mean of Ti are cal- 
culated as SDij and MG, respectively. 

(2) The number of points, (2n+l), to be identified is 
determined. 

(3) For Mij, M,-t(l/n)SD,, Mijf(2/n)SDi,,. . ., MjkSDij, 
determine their membership grades, I(L ij(k), with re- 
spect to Fi, by using 

* 

M.. II- SD.. U ... M.. 11- 

Fig. 2 
Mij Mij+SDij/n . . . Mii+SD 

2n+1 points on a fuzzy set FQ The equation can be simplified by setting 

1579 



where S,J(k) is the number of data located in [k- SD,J In, 
k+ SD, /n], and k=O, f 1, + 2, . . . , 31 n. From Fig. 2 we 
can easily understand that ,U ,(k)'s are the desired points. 

This algorithm is valid under the assumptions that F, 
is a symmetric, normal fuzzy set, and the probability 
distribution of training data has the property S,(O) > S,J(k), 
k 1, +2, . . ., +n. Because the fuzzy set is symmetric, 
only n+l points need to be estimated. 

2.2.2 Identifying a LR Type Fuzzy Set 

A fuzzy set M is of LR-type if there exist reference 
functions L (for left) and R (for right), and scalars a>o, 
b>O with 

m - x  I,(-) f o r x s m  

p M = (  R(-) x : m  forx2m 

b 

where m is the mean value of M [2]. Define L and R as 

L = a ,  +a,x +a2x2+.*.+a,xn 

R = b o  + b,x  + b2x2+...+b,xn 

Since we have determined in the previous sub-section n 
points for L and R respectively, the coefficients Q, al, .. ., 
a,, and bo, bl, ..., b, can be computed by curve fitting 
method. 

2.3 Learning a Decision Tree 

The steps of leaming a decision tree are stated in the 
following: 

Step 1. 

Step2. 

Step3. 

Step4. 

StepS. 

Select a set of features suitable for classification 
as described in section 2.1 and massively meas- 
ure each feature to get sufficient training data. 

Find the fuzzy sets Fij, i=l-n, j=I-m, to represent 
training data, as depicted in section 2.2. Use the 
fuzzy sets to form fuzzy pattem vectors Fpvi = (Fil, 
Fi2, ..., FimJ for representing object i, i=l-n. 

Build the root node and start the learning process. 
The root node contains all objects represented by 
Fpvi, i=l-n. 

Find the most powerful feature for the present 
node. A feature is the most powerful feature if it 
can split the node into the most sub-nodes. If 
more than one feature have the same power, the 
feature requiring the least computation time is 
chosen. 

Split the present node into several sub-nodes by a 
splitting rule and the feature selected in step 4. 

According to a heuristic threshold T and the distances 
between the objects, the splitting rule clusters the objects 
in the present node into several groups. These groups are 
the content of the desired sub-nodes. The heuristic 
threshold T is specific to the selected feature and the cur- 
rent level (root node is level 0). It is defined by the fol- 

lowing equation: 

where MsD is the mean of the standard deviation of the 
selected feature; Luay and L,,,,, are the maximum allow- 
able level and current level of the decision tree under 
design respectively. It is easy to see that the above equa- 
tion is reasonable by considering the following facts: 

0 The splitting process with a larger threshold is more 
rigorous, accurate, and slow than that with a smaller 
threshold. 

When the standard deviation of the selected feature 
of any object increases, MsD will also increase and 
the threshold T should increase in order to guarantee 
a satisfactory and correct classification rate. 

When the splitting rule applies to the deeper node, 
L-,,, will increase and the threshold T should be- 
come smaller in order to reach terminal nodes more 
easily with insignificant decrease of correct classifi- 
cation rate. This insignificant decrease is due to few- 
er objects in the deeper node. 

The distance between objects i and j can be viewed from 
each feature and is defined by the following equation: 

0 

0 

d,(i,j)=aJM, -M,tI+ PJSO, -so,*/ 
a + p = 1  cc and fi  are real 

where dk(i , j)  is the distance between objects i and j ,  
viewing from feature k; Mb and SD, are defined in sec- 
tion 2.2; a and p are heuristically selected weighting 
factors for indicating the relative importance between M, 
and SD,. The above definition has the advantage of con- 
sidering both M,J and SDiJ. The experiment presented in 
section 4 sets a and p as 0.9 and 0.1 respectively. It is 
reasonable that a should be larger than p. Several values 
of a and p may be tried in order to get a good result. 

A node is a terminal-node if it satisfies stopping crite- 
rion, otherwise it is a non-terminal node. A node satisfies 
stopping criterion if it 

0 contains only one fuzzy pattern vector, or 
0 contains more than one fuzzy pattern vector that are 

too similar to split. 

Step6. For each non-terminal node, repeat steps 4 and 5 
until there are no non-terminal nodes. 

Step7. For every terminal node containing more than 
one fuzzy pattern vector, the next powerful fea- 
ture is linearly combined to split it. This step re- 
peats until all terminal nodes contain only one 
fuzzy pattem vector. 

Based on the above steps, a practical decision tree can 
be obtained. The decision tree will generate a piecewise 
smooth decision surface. Please note that a decision tree 
is learned in batch manner from the training data in this 
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paper. Namely, the proposed algorithm processes all the 
training data and then generates a decision tree by deter- 
mining its structure and parameters. The paxameters of a 
decision tree include the objects and the threshold in each 
node. When there is any change in training data, even a 
small change, the proposed algorithm must re-process all 
the training data to obtain a new decision tree. This is 
equivalent to forgetting everything and then re-learning. 
Although the learning manner is not smart, the proposed 
algorithm is so efficient that it can overcome this draw- 
back. 

In a decision tree, a path from the root node to one of 
the terminal nodes will contain several nodes. The split- 
ting rules in the nodes must simultaneously be satisfied so 
that the terminal node can be reached from the root node. 
Using ‘and’ operator, those splitting rules can be com- 
bined to form a new rule for representing the path. There- 
fore, a decision tree can be mapped into a rule-based 
system with each path representing by a rule. Especially, 
the fuzzy decision tree in this paper can be mapped into a 
fuzzy rule-based system. As every rule will be checked in 
a fuzzy rule-based system, a fuzzy decision tree reaches a 
result about n-times faster than its corresponding fuzzy 
rule-based system, where ‘n’ is the number of rules (or 
paths). For the same reason, however, a fwzy decision 
tree is less reliable than its corresponding fuzzy rule- 
based system. Another reason for this less reliability is 
that there is fuzzyness in each non-terminal node and the 
fuzzyness will be accumulated until reaching a terminal 
node. By selecting suitable threshold values, limiting the 
deep, and collecting good training data for a decision tree, 
the problem of fuzzyness can be diminished and reliable 
results can be obtained with speed still much faster than 
its corresponding fuzzy rule-based system. 

3. A Tactile Sensing System 
The tactile sensing system constructed in this paper is 

shown in Fig. 3. 

Fig. 3 A tactile sensing system 

3.1 Hardware Devices 

scribed briefly below: 

0 

The important hardware devices in Fig. 3 are de- 

Personal Computer: The personal computer in Fig. 3 
is 486 DX4-100 with 16 MB RAM. It can receive 
tactile data through RS 232 serial port, display their 
relative magnitude in terms of different colors on the 

1 5  

screen, interpolate those tactile data, and perform 
intelligent tasks such as classification and recogni- 
tion. 

Tactile Sensing Device: The black pad in the left- 
bottom of Fig. 3 is a 16X 16 tactile sensing matrix 
manufactured by Interlink Electornics [ 121. It con- 
sists of 16X 16 = 256 FSRs whose resistance will 
change with pressure on them. The changes in re- 
sistance are the raw tactile data. The size of each 
FSR is 0.2” X 0.2”. 

Interface Device: The device in the left-middle part 
is an interface device made by our laboratory. It 
reads tactile data from tactile sensing matrix and on- 
line sends them to personal computer through RS 
232 port. 

0 

0 

3.2 Fuzzy Interpolation 

This paper uses a two-dimensional fuzzy number [2] 
to depict the pressure information carried by the tactile 
data at each grid of a tactile sensor, as shown in Fig. 4. 

Fig. 4 A fuzzy number depicting the pressure 
information 

The fuzzy number in Fig. 4 is a regular pyramid with its 
top vertex located at the center of the gird, and its four 
bottom vertices at the centers of diagonally adjacent grids. 
It reflects the fact that the closer a point to the center of 
the grid, the closer their pressure value. The fuzzy num- 
ber also makes an assumption about the pressure distribu- 
tion in terms of its geometric shape. Different geometric 
shapes may be suitable to different applications and 
should be designed according to experience and expertise. 

Using the fuzzy number in Fig. 4, every point in a 
tactile sensor will have four fuzzy numbers to cover it. To 
interpolate the pressure value of a point by the fuzzy 
interpolation, we should calculate its membership grades 
with respect to its four covering fuzzy numbers and treat 
the resultant membership values as weightings. The pres- 
sure value of this point can be computed as the weighting 
sum of the pressure values of its four adjacent grids. The 
computation steps are formulated as follows: 

(1) For a given point, read the pressure values of its four 
adjacent girds and assign them as 

m , , i = 1 , 2  ,..., 4 
(2 )  Calculate the membership values of the point with 

respect to the fuzzy numbers of its four adjacent grids 
and assign them as 

vi, i = 1,2, ..., 4 

i8 1 



(3) The pressure value of the point V, is calculated as 

4 

C m i v i  

v s  =- 

? m i  i=l 

Feature7: S7 

Features: Ss 

Feature9 S9 

Table 2 Mean values of the training data 

7088.0 1566.4 9512.8 2.56 358.88 7.70e7 1.07e8 

1.35e4 4497.7 1.91e4 10.81 18.83 4.12e8 4.01e8 

129.68 82.85 157.84 10.78 63.37 3.83e4 3.29e4 

4. Experiments 
This section applies the proposed decision tree to a 

tactile image classification problem for examining its 
performance. 

4.1 Experiment Procedure 

The procedures of experiment are described below: Feature: sl0 I 2.28e6 I 3.65e5 I 3.78e6 I 32.46 I 577.80 17.06e12 18.03e12 

Select the objects to be classified. The real objects Feature 11: 5260.1 2060.9 6918.1 9.10 8.83 1.77e7 1.58e7 

Cl c2 c3 c4 CS ~ c6 c7 

Rectangle Rectangle Rectangle Circle Square Hand Hand 
in 0" in27" in45" in 0" in 45" 

The tactile images of a test object after fuzzy inter- 
polation of several resolutions are shown in Fig. 6.  Choose the comdex moment invariants described in 

Fig. 5 The resultant decision tree 

4.2 Experiment Results 

training data are summarized in Table 2. 

Fig. 6 Tactile images after fuzzy interpolation. (a) 3-time Learn a decision tree from the training data by using 
the algorithm proposed in section 2.3. The resultant 
decision tree is shown in Fig. 5. 

interpolation, (b) 5-time interpolation, (c) 7-time 
interpolation. 

The correct classification rates of the objects are list- Instat1 the decision tree in (4) into the tactile sensing 
system depicted in section 3. ed in Table 3. 

Table 3 Correct Classification Rate 
Place an object on the tactile sensing device, meas- 
ure its tactile image, and on-line interpolate the tac- 
tile image. 

Correct Error Correct 

ber ber 
Objects Name Num- Num- Classification Rate 

I I I 

On-line classify the object on the tactile sensing Circle 47 3 94 Yo 
device. 
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Square 40 

Rectangle in 0” 46 92 % 

10 

4 

IHandinO” 1 l: 1 1 { 
Hand in 45” 

Rectangle in27’ 

Rectanglein45’ 

4.3 Discussions 

Observing the boundaries and pressure distribution of 
tactile images in Fig. 6, it is easy to see that fuzzy inter- 
polation can give smooth and reasonable results. On the 
other hand, the accuracy of fuzzy interpolation depends 
on the accuracy of the fuzzy numbers assigned to sensor 
grids. Theoretically, if the assigned fuzzy numbers are 
exact, the tactile image can be interpolated to infinite 
resolution with exact accuracy. Physically, the resolution 
of the fuzzy interpolation, however, depends on available 
computer memory. 

The correct classification rates in Table 3 are satis- 
factory but not perfect. The reasons for imperfect are the 
limited resolution of the tactile sensor and the variable 
contact condition between objects and the tactile sensor. 
The limited resolution causes the selected features of an 
object can not remain the same even for slight change in 
position and orientation. The variable contact condition 
makes the selected features of an object can not remain 
unchanged even for the same position and orientation. 

48 2 96 % 

44 6 88 % 

5. Conclusions 
This paper uses fuzzy sets to represent ,and compress 

training data in order to save computation time and stor- 
age space. By learning the fuzzy sets, the ]proposed tree 
generation algorithm can rapidly generate a decision tree. 
To examine the performance of the algoritihm, the algo- 
rithm is installed in a tactile sensing system and conducts 
an experiment of tactile image classificatioin. The gener- 
ated decision tree can perform classification with satis- 
factory correct rate. 

As the resolution of a tactile sensor is limited, the 
complex moment invariants can not be exact invariant 
under translation and rotation. This is a clrawback that 
may make tactile image more difficult to classify. This 
paper, however, makes use of this drawback to recognize 
the orientation of an object. 

The heuristic threshold is used in the proposed tree 
generation algorithm. It reflects the probability distribu- 
tion of the training data and hence increases the correct 
classification rate. As a tree grows deeper and deeper, the 
heuristic threshold will become smaller and smaller and 
hence reduce the tree size because terminal nodes are 
easier to obtain with smaller thresholds. Therefore, the 
heuristic threshold makes the generated tree close to op- 

timal in the sense of correct classification rate and tree 
size. 
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