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Abstract— In this paper, we present a system for controlling
a quadrocopter using both optical and inertial measurements.
We show how to use external stereo camera measurements for
visual servoing, by onboard fusion at high rates, only natural
features provided by the vehicle and without any active marker.
In our experiments, we show the accuracy and robustness of our
system during indoor flights, as well as robustness to external
flight disturbances.

I. INTRODUCTION

Unmanned aerial vehicles (UAV) and in particular multi-

rotor systems [1][2] have gained much interest within the last

years, because of the wide range of potential applications.

Due to the small size, indoor applications are considered

particularly interesting for these devices. Unfortunately, for

indoor position control one cannot rely on GPS information,

and the on-board inertial measurement units (IMU) are

subject to drift over time. Instead, visual cues can provide

rich and precise information for navigation purposes.

In this paper, we present an external visual stereo system

for tracking a quadrocopter, providing an absolute position

measurement for the controller of the vehicle. Moreover,

we provide a marker-less approach, only using the CAD

model of the vehicle, automatically sampling visual contour

features. The benefit of our approach is an accurate and cheap

system, more robust to occlusions with respect to traditional

marker-based systems.

A lot of research is being done in the direction of visual

control of UAVs. Most systems have the camera attached

directly to the vehicle, providing on-board measurements of

natural features detected in the environment (e.g. [3], [4], [5],

[6]). Our system instead uses an off-board tracking approach,

which on one hand shall serve as an evaluation platform

for future developments of on-board applications, and on

the other hand can be used for formation flight of multiple

UAVs. One popular related work is the RAVEN system [7][8],

that makes use of VICON [9] to track multiple quadrocopter.

RAVEN is used for development of novel swarm intelligence,

cooperation algorithms, and related applications. Altug et.

al. [10] use a hybrid camera setup, where one camera is

set on the ground and a second one is attached to the

vehicle, facing forwards in order to compute its 3D pose
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for control. They are solely relying on visual measurements

for both position and orientation estimation, which results in

inaccuracies due to the relatively slow update rate (20Hz),

especially for the attitude estimate. Furthermore, in the paper

is stated that the vision system is not reliable when the

scene lighting changes. In [11] a single down-facing onboard

camera is used, to track artificial features on the ground. The

system uses direct image-based visual servoing to control

the UAV instead of pose-based visual servoing. In [12]

a trinocular ground camera system, consisting of Firewire

cameras, is used for estimating the 3D position of the vehicle,

by tracking four colored markers attached to it. Probably the

work most related to our system is described in [13]. Here the

authors also use a cheap, transportable stereo-system based

on standard webcams and active LED markers attached to

the vehicle, externally tracking the quadrocopter at 15Hz.

Their system has a very similar hardware setup to ours, but

it differs in the algorithmic design, especially of the visual

tracking part.

The present paper is organized as follows: In Section

II we give an overview of the whole setup, and describe

the hardware and software resources, as well as the overall

algorithmic structure. Afterwards, in Section III we explain

the details of the control system, while in Section IV

we investigate the visual tracking part. Section V shows

experimental results and evaluation. Finally, in Section VI

we summarize our work and provide an outlook of future

developments and utilization of the current system.

II. SYSTEM OVERVIEW

In this Section, we describe the hardware setup and give

an abstract overview of the developed system parts, which

will be investigated more in detail in the respective Sections.

A. Hardware

For providing a safe demonstration and testing setup, we

built a box of sizes 2×2×3m, with the cameras mounted on

the upper-left and upper-right corners of one of the longer

sides. Visual input is given by standard webcams (Logitech

Quickcam Vision Pro), capable of delivering frames at 25Hz

with a resolution of 800x600 pixels, covering a field of view

of approximately 60
◦.

The quadrocopter device is a Hummingbird Autopilot from

Ascending Technologies [14], which is based on the one de-

scribed in [2], [13]. The on-board inertial measurement unit

(IMU) consists of three gyroscopes and three acceleration

sensors, and its flight control system operates on two ARM-7

microprocessors. A low-level controller performs data fusion

(attitude angles) and can also perform attitude control. The
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(a) Circular Trajectory
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(b) Infinity sign trajectory

Fig. 5. Generated reference signal (red) and position measurement obtained from the vision system. Fig. 5(a) shows the X and Y components for the
circular trajectory and Fig. 5(b) the Y and Z components for the trajectory shaped like an infinity sign.
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