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Localizing an Intermittent and Moving Sound Source Using a Mobile Robot

Quan V. Nguyen?3, Francis Colas"?3, Emmanuel Vincent'?3, and Frangois Charpille

Abstract— This paper addresses the problem of localizing
and tracking one intermittent, moving sound source using a
microphone array on a mobile robot. Robot motion provides
a solution for estimating the distance to the source and
avoiding front-back ambiguity. We propose a mixture Kalman
filter (MKF) framework in order to fuse the robot motion
information and the measurements taken at different poses of
the robot. Experiments and statistical results demonstrate the
ability of the proposed method to track one intermittent sound
source in a reverberant environment where false measurements
of the source angle of arrival (AoA) and the source activity often
occur compared to a method that does not consider tracking
source activity into account.

I. INTRODUCTION

As assistive robots are becoming more popular, artificial
hearing capabilities, i.e. robot audition [1], are widely rec-
ognized as essential for robot perception. Embedded micro-
phones grant robots the ability to estimate and track the
spatial location of sound sources over time [2], [3], [4].
Having a better knowledge about location of the sources can
help the robot to localize itself with respect to known sound
sources [5], [6], [7] as well as to improve the performance of
source separation and speech recognition and, consequently,
to efficiently interact with humans and the environment. For
these reasons, source localization from multi-microphone
recordings plays a central role in robot audition.

Broadly speaking, source localization techniques can be
classified into three families [8]. One approach consists in
computing the time delay of arrival (TDOA) between every
pair of microphones using generalized cross-correlation with
phase transform (GCC-PHAT) [9] and to derive the source
position by triangulation. This approach is typically outper-
formed by steered response power (SRP) [8] or multiple
signal classification (MUSIC) [10] techniques that compute
the pseudo-likelihood of each candidate position on a grid,
and pick the maxima on that grid (see [8], [11], [12]
for experimental comparisons). Binaural variants of these
techniques have been developed for situations when the array
is mounted on the robot head [13]. In the typical situation
when the distance to the source is larger than the array size,
all of these techniques can only estimate the source angle of
arrival (AoA) but not its distance.

Most of these approaches have been implemented on
robots [13], [14], [15] and used to estimate the source AoA in
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a similar way as with a static microphone array. Robots can
actually provide more information by exploiting motion: this
is known as active audition. The absolute position of a source
can be tracked by fusing the motion of the robot and the
auditory perception. This is done using probabilistic filters
such as nonlinear extensions of Kalman filtering [16], [3],
particle filters [2], [17], [18], [19], or occupancy grids [20],
[21], [4]. Compared to a static microphone array, the head
or whole body movements performed in an active audition
setting allow the robot to avoid front-back confusion and to
estimate the distance to the source. Most of these techniques
consider the situation when the sound source to be tracked
is continuously active [16], [20], [4].

However, the sound sources in real life, e.g. speech, are
not always active. Silence exists between successive words,
successive sentences, and speaker turns. The problem of
tracking one intermittent and moving source by using a
nonlinear mixture Kalman filter (MKF) is presented in [3].
In this work, the source activity (i.e., whether the speaker
is active or inactive in a given time frame) is supposed to
be known a priori. The experimental evaluation in anechoic
conditions showed promising results [3]. However, in the
real world, reverberation (i.e., sound echoes on the walls
of the room) and noise are present that severely degrade
the performance of source localization [22], [12] and Source
Activity Detection (SAD) [23], [24]. Joint estimation of the
activity and false measurement from AoA measurements
alone is introduced in [25]. The accuracy of this activity
detection which depends on the AoA measurement is pre-
sumably poor compared to an independent SAD. We claim
that joint estimation of the source location and activity from
Ao0A measurement and SAD is required to achieve robust
estimation in such real-world conditions.

The contributions of this paper are twofold. First, we
formulate a framework that applies to any microphone array
geometry for explicitly tracking both the location and activity
of one intermittent moving sound source in a reverberant
environment, with a nonlinear MKF. This choice of filter is
motivated by the fact that the state vector consists both of
continuous and discrete variables, as well as the fact that
the observation model is nongaussian. Also, it facilitates
comparison with the algorithm in [3]. Second, we provide an
experimental validation of our algorithm in several realistic
scenarios.

The remainder of the paper is organized as follows.
Section II presents the mathematical model of MKF. The
evaluation protocol and the results are respectively described
in Sections III and IV. Section V concludes the paper.



II. MIXTURE KALMAN FILTER

We consider the problem of estimating the absolute spatial
position of a single intermittent, moving audio source by
a moving robot. We represent the belief about the source
position, motion and activity by a mixture of Gaussians. At
the beginning, this mixture expresses all possible locations
and activities of the source in the room. The goal of the
MKEF is to update the belief over time given a sequence of
measurements. In this section, we first define the state vector
and the observation vector, and then detail the proposed MKF
algorithm.

A. State vector

By contrast with [3], we take the source activity into
account in the state vector. We define the state vector as:
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where X, is the pose of the robot, i.e., its absolute position
[z, yr] and its orientation 6, w.r.t. the z-axis; X, is the
state of the sound source, i.e., its absolute position [z, s ,
its orientation 6 w.r.t. the x-axis, and its linear and angular
velocities [vs, ws]; a is source activity, where a = 1 indicates
that the source is active, otherwise ¢ = 0. We assume that
the pose of the robot X, is known and we need to estimate
state of the source X and its activity a. With the state of the
robot in the state vector, this model have potential to deal
with non-zero process noise of the robot motion when we
have additional observation for the robot.

B. Observation vector

As mentioned above, audio source localization techniques
can estimate the source AoA but not its distance. Therefore,
we assume that the observation vector Zj, in a given time
frame £ consists of one AoA measurement Z}~C (obtained via a
localization technique) and one source activity measurement
Z} (obtained via an SAD technique). The likelihood of the
state vector w.r.t. this observation can be expressed as

Pan(ZL X)) P(Z2)ay,)  for ay = 1
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with Py, and P, denoting the distribution of the measured
AoA when the source is active or inactive, respectively. In
the latter case, it is supposed that the recorded signal consists

of spatially diffuse noise, so P, does not depend on Xj.
An example of P, is shown in Fig. 1 for our linear
microphone array and the localization technique consid-
ered in Section III-A. The probability density concentrates
around the true AoA and its symmetric w.r.t the microphone
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Fig. 1. Distribution of the measured AoA when the actual source is at 96°
and 0.5m from the microphone array.

axis: this phenomenon is known as front-back confusion.
The probability density for other AoAs is nonzero, but
much smaller. Therefore we can approximate the observation
model by a mixture of 2 Gaussians:

M,
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with ZJM:’“l w/ =1and My = 2.
For a nonlinear microphone array, the observation model
could be represented by only a single Gaussian.

C. Recursive Bayesian estimation

The transition probability between time steps is given by

P(Xk, ap| Xp—1,ak-1) =

4
Plag| Xk-1, ar—1)P(Xp| Xt—1, ar—1, ar).

The source activity aj and the state X are conditionally
independent so we can rewrite the above equation as

P(Xp,ap| Xk—1,a1-1) = P(ar|ar—1)P(Xi| Xp-1). (5)

The state transition probability P(Xj|X;_1) is defined by
the dynamic model

X = f(Xp—1,u) +d (6)

where u are the robot commands and d is the process noise
of the robot and the sound source with covariance matrix Q).
Note that the control input v for the robot is given during
the estimation, so for simplicity it is later omitted from the
equations.

The source activity transition probability P(ag|ax—1) is
defined by Pippear P(ay = 1llag—1 = 0) which is
the source appearance probability or Pisappear = P(ar =
0Olag—1 = 1) which is the source disappearance probability.

The posterior probability of the state vector can be recur-
sively computed by alternating these two steps:

o prediction: compute P (X}, ax|Z1.x—1) given the previ-

ous belief P(Xy_1,ax_1|Z1.5—1) and the state transi-
tion model, as shown in (7),
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« update: recompute the belief P(X},ar|Z1.) given the  D. Derivation of the MKF

prediction and the new measurement Zj Since the state vector includes both continuous and dis-

crete variables and the observation model is a mixture of

P( Xy, ar|Z1.k) = nP(Zk| Xk, ar) P(Xk, ar| Z1.5-1) Gaussians, we propose a MKF to address these two issues.
(15) 1) Prediction step: Assume that at the previous time step

where 7 is a normalizing constant. k —1 the belief about the state (Xx_1,ar—1) is given by the



mixture of Gaussians in (14) with weights ‘*’1271\ w1 such
that 3, wllicfl|k:71 = 1. Applying the prediction rule (7) to
this density yields the predicted density (8). This is a mixture
of Gaussians, whose weights w,il _1 are expressed in (9) and
means and variances are given by

Xli\kq = f(Xlifukfuu) (16)

i afk—l(Xv u)
Fp,= T\x:fck,llk,l (17
Py = Fia Pl D+ Qeere (18)

2) Update step: By applying the update rule (15) to
the predicted density and replacing the observation model
by the mixture of 2 Gaussians in (3), we obtain the new
belief in (10) and (11). The product of every 2 Gaussians
Ng[hj(Xk)7RZ’J}N(X;W%,PZ%%) can be computed in
closed form as Ai’j/\/'(f(lilwﬁé‘k) where A%/ is a constant
defined in (12). The new belief can therefore be expressed
as in (13), where

S Wip 1 Pa(Z)P(Zilar)n if ap =0 (19)
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3) Pruning: From (11), we can realize that the number
of hypotheses in the MKF increases over time, which will
consume a lot of memory. To deal with this problem, when
the number of hypotheses is larger than Ny, we keep only
the Np,i, hypotheses with the highest weights and prune the
other hypotheses which have much lower weights.

III. EXPERIMENTAL PROTOCOL

We conducted numerical experiments to evaluate our MKF
algorithm for tracking one intermittent and moving speech
source with room reverberation and noise. Our experimental
settings mimic the smart room at Inria Nancy, where the
robot is a Turtlebot equipped with a Kinect sensor. In this
work, we are only using the linear array of 4 microphones
included in the Kinect.

A. Data

Due to the statistical nature of false measurements, a
large number of experiments is needed to obtain statistically
meaningful results. Such a large number of experiments can
hardly be conducted with a real robot. Therefore, we resort
to simulation of the robot movements, the source move-
ments, and the resulting location and activity measurements.
We employ state-of-the-art techniques for the simulation
of reverberation and acoustic noise, whose parameters are
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Fig. 2. Visualization of our MKF in the example scenario. Robot positions
are shown as red squares, and the actual source position as a green circle.
Blue ellipses represent 95% confidence regions of source location estimation
of various hypotheses in the mixture with a transparency proportional to the
weight of the components.

fixed as in [4] and closely match the real conditions in that
room. More specifically, the reverberation time (250 ms), the
intensity of speech and noise, and the noise spectrum match
those of the real environment. The source AoA is estimated
by MUSIC with generalized singular value decomposition
(GSVD) [15] as implemented in HARK [26]. The probability
distribution of AoAs estimated by MUSIC-GSVD for each
of 360 true AoAs (from 0° to 359°) and 5 distances (from 0.5
to 3m) was constructed and used to simulate the observed
source location. We consider an SAD error rate of 5%. We
considered four different scenarios, depending whether the
sound source is static or mobile (vs = 0.07m/s, ws = 8°/s)
and inactive for many short time intervals (0.5s) or a long
time interval (2 s). For each scenario, we randomly generated
100 source trajectories for a duration of 10s. The robot
trajectory was fixed in all experiments with a maximum
speed of 0.38 m/s.

B. Algorithm settings

We set the parameter values of the MKF as follows.
The time step is 0.1s. The covariance matrix ) was set
as Q = diag(0,0,0,0.00095m?,0.00062m?,6.2° 2,0,0),
the initial covariance of the pose of the robot is P(f\%o
diag(0,0,0), the variance R*/ varied as a function of the
source distance between 0.8° 2 at 0.3 m and 4.5° 2 at 3m,
the source appearance/disappearance probabilities were set
t0 Pappear = 0.5 and Pgisappear = 0.5, and the number of
hypotheses in the MKF to Ny .x = 300 and Ny, = 24.
By testing our model with different values of the hyper-
parameters (e.g., Pappears Pdisappear and SAD error rate) in
separated experiments, we see that our model is robust to
those hyper-parameters.

We evaluate the performance of our MKF method with vs.
without tracking of the source activity. Our method without
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Fig. 3. Estimated trajectories in the example scenario. Dashed black line:

trajectory of the robot, Solid black line: ground truth trajectory of the sound
source, Green line: estimate of Portello MKF, Red line: estimate of our
MKE.

tracking of the source activity is similar to Portello et al.’s
[3]' therefore we call it Portello MKF in the following.

IV. RESULTS
A. Example scenario — Visualization

Fig. 2 shows the first few seconds of tracking one in-
termittent, moving source. At time ¢ = 0s, the mixture is
initialized with several components evenly distributed over
the room in order to approximate a uniform prior. After 1s,
half of the hypotheses for the source position are distributed
along the direction from the source to the robot and the rest
are symmetric w.r.t. the microphone axis. This symmetrical
uncertainty is due to the front-back confusion phenomenon
illustrated in Fig. 1. These symmetrical hypotheses become
smaller and disappear after 3 s, thanks to the robot motion.
More precisely, the motion of the source for the symmet-
ric components is bigger, less coherent and therefore less
probable than of the correct components. For a nonlinear
microphone array, the transitory phase with two directions
would not exist.

B. Example scenario — Estimated trajectories

Fig. 3 compares the source trajectory with the estimations
of our MKF and Portello MKF. As both models are mixture
models, the posterior distribution is usually not unimodal. In
order to generate a single point estimate, we simply compute
the mean of the distribution. After the first few seconds
discussed above, both trajectories follow the sound source.
We can also observe that, there are some moments when the
estimated source location of Portello MKF is far away from
actual source location, however, our MKF still can track the
source location with lower estimation error.

Fig. 4 shows the estimation error, that is the distance
between the estimated source position and the true position.
During the first 3 s, both MKFs have high estimation error

IThe difference with their method lies in the number of Gaussians used
to approximate the observation likelihood.
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Fig. 4. Top: Estimation error of our MKF vs Portello MKF. Bottom:
Ground truth of source activity.

due to the front-back ambiguity. Between 3.5 and 3.9s, the
source is inactive and the SAD is correct. During this period,
the uncertainty about the source position increases because
of the lack of measurements. The uncertainty gets smaller
when source becomes active again.

At time t = 2.8s, a false measurement of the source
activity occurs: the source is active but SAD detects it as
inactive. The estimation error of Portello MKF becomes
larger than ours but only for one time step. Conversely, from
t = 3.2s to 7s, the estimation error of Portello MKF is lower
than ours but by 2cm only.

A false measurement of AoA occurs at time ¢t = 4.8s. The
AoA difference between observation and ground truth is 9°,
this is not a big value. As a result, both the estimated error
of our MKF and Portello MKF have a small rise.

At time t = 7s, a false AoA measurement occurs: the
ground truth AoA is 81°, but the measured AoA is 62°.
Although such a false measurement can occur with very
low probability, it can have a major impact. Indeed, the
estimation error of Portello MKF increases drastically and
remains large. By contrast, the estimation error of our MKF
does not change much. This is an unexpected benefit of the
proposed approach: when a false AoA measurement occurs,
the weight of the hypotheses corresponding to an inactive
source increases, so that the belief is little affected.

At time ¢ = 8.2 s, a false measurement of the source activ-
ity occurs: the source is inactive but SAD detects it as active.
Again, it appears that our MKF can handle this situation but
Portello MKF severely suffers from it. This was expected,
since the tracking of the source activity implemented by our
method was designed precisely to address this issue.

C. Statistical analysis

In order to conduct a statistical comparison of our method
and Portello’s, we compare the distributions of errors be-
tween the estimate and the ground truth. These distributions,
shown in Fig. 5, accumulate the error for all time steps and
all experimental runs. We can see that the error for our MKF
is mostly concentrated below 1 m while Portello MKF shows
a bigger error distribution with a heavy tail. This is confirmed
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Fig. 5. Estimation error distribution of our MKF method in red and Portello
MKF method in blue.

with a Wilcoxon signed-rank test that assesses that our MKF
has a significantly smaller error than Portello with p < 0.01.
Interestingly, our MKF outperforms Portello MKF in all four
scenarios, whether the source is static or moving and includes
short or long silences.

V. CONCLUSIONS

We presented an MKF that applies to any microphone
array geometry for tracking one intermittent, moving sound
source in a reverberant environment using a mobile robot.
The main theoretical contribution of our method is the
explicit estimation of the source activity, which allows us
to cope with imperfect SAD algorithms.

Experimental results have demonstrated the significantly
better performance of our algorithm compared to recent work
in the literature [3]. An additional advantage of our algorithm
is its ability to track the location of the source in the presence
of false A0OA measurements.

This work is for now done in a realistic simulation but
evaluation on a real robot should highlight the advantage
of using a realistic sensor model in the estimation. Another
perspective of this work is its extension to multiple sound
sources, integrating signal characteristics to help disam-
biguate the data association issue.
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