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Abstract— In the last decade, many medical companies and
research groups have tried to convert passive capsule endo-
scopes as an emerging and minimally invasive diagnostic tech-
nology into actively steerable endoscopic capsule robots which
will provide more intuitive disease detection, targeted drug
delivery and biopsy-like operations in the gastrointestinal(GI)
tract. In this study, we introduce a fully unsupervised, real-
time odometry and depth learner for monocular endoscopic
capsule robots. We establish the supervision by warping view
sequences and assigning the re-projection minimization to the
loss function, which we adopt in multi-view pose estimation and
single-view depth estimation network. Detailed quantitative and
qualitative analyses of the proposed framework performed on
non-rigidly deformable ex-vivo porcine stomach datasets proves
the effectiveness of the method in terms of motion estimation
and depth recovery.

I. INTRODUCTION

Advancements in various fields of science and technology
in the last decade has opened new pathways for non-
invasive examination of patient’s body and detailed inves-
tigation about diseases. Hospitals are using innovative ways
to provide accurate data from inside of the human body. As
an emerging example, various diseases such as colorectal
cancer and inflamatory bowel disease are diagnosed by the
usage of swallowable capsule endoscopes, which are non-
invasive, painless, suitable to be used for long duration
screening purposes which can access difficult body parts
(e.g.,small intestines) better than standard endoscopy. Such
benefits make swallowable, non-tethered capsule endoscopes
an exciting alternative over standard endoscopy [1], [2].

Current capsule endoscope technology employed in GI
tract monitoring and disease detection consists of passive
devices which are locomated by random peristaltic motions.
The doctor would have an easier access to fine-scale body
parts and could make more intuitive and correct diagnosis in
case of a precise and reliable control over the position of the
capsule. Many research groups attempted to build remotely
controllable active endoscopic capsule robot systems with
additional functionalities such as local drug delivery, biopsy
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(a) Training: Unlabeled image sequences

(b) Testing: Pose and depth prediction

Fig. 1: Unsupervised training approach consists of two sep-
arate neural networks, one for depth prediction and another
one for multi-view pose estimation. It requires unlabeled
image sequences from different temporal points to establish a
supervision basis. Models produce pose estimation between
two views from different perspectives parameterized as 6-
DoF motion, and depth prediction as a disparity map for a
given view.

and other medical functions [2]–[19], which are, on the other
hand, heavily dependent on a real-time and precise pose
estimation capability.

In this work, we propose a novel real-time localization
and depth estimation approach for endoscopic capsule robots
which mimic the remarkable ego-motion estimation and
scene reconstruction capabilities of human beings by training
an unsupervised deep neural network. The proposed network
consists of two simultaneously trained sub networks, the
first one assigned for depth estimation via encoder-decoder
strategy, the second assigned to regress the camera pose in
6-DoF. The model observes sequences of monocular images
and aims to interpret them to estimate executed camera
motion in 6-DoF and the depth map of the observed scene as
shown in Fig. 1. Our framework estimates the camera motion
and depth information in an end-to-end and unsupervised
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Fig. 2: Demonstration of the active endoscopic capsule robot
operation using MASCE (Magnetically actuated soft capsule
endoscope) designed for disease detection, drug delivery
and biopsy-like operations in the upper GI-tract. MASCE is
composed of a RGB camera, a permanent magnet, an empty
space for drug chamber and a biopsy tool. Electromagnetic
coils based actuation unit below the patient table exerts forces
and torques to execute the desired motion. Doctor operates
the screening, drug delivery and biopsy processes in real-time
using the live video stream onto the medical workstation and
the controller joystick to maneuver the endoscopic capsule
to the desired position/orientation and to execute desired
therapeutic actions such as drug release and biopsy.

fashion directly from input pixels. Training is performed
using only unlabeled monocular frames in a similar way to
prior works such as [20]–[22].

We formulate the entire pose estimation and map recon-
struction pipeline for endoscopic capsule robots as a consis-
tent and systematic learning concept which can improve its
performance every day by collecting streamed data belonging
to numerous patients undertaken to endoscopic capsule robot
and standard endoscopy investigations in hospitals over the
world. This way, we want to mimic and transfer a continuous
learning functionality from medical doctors into medical
robots domain, where experience and adaptation to unex-
pected novel situations can be much more critical to real-
world scenarios.

To summarize, main contributions of our paper are as
follows:
• To best of our knowledge, this is the first unsupervised

odometry and depth estimation approach for both the
endoscopic capsule robots and hand-held standard en-
doscopes.

• Since the network learns in a fully unsupervised manner,
no ground truth pose and/or depth values are required
to train the neural network.

• Neither prior knowledge nor parameter tuning is needed
to recover the trajectory and depth, contrary to tra-
ditional visual odometry(VO) and deep learning(DL)
based supervised odometry approaches.

• We simultaneously train a reliability mask which identi-
fies pixels distorted by camera occlusions, non-rigid or-

Fig. 3: Illustration of the experimental setup. MASCE is a
magnetically actuated robotic capsule endoscope prototype
which has a ringmagnet on the body. An electromagnetic
coil array consisting of nine coils is used for the actuation
of the MASCE. The ringmagnet exerts magnetic force and
torque on the capsule in response to the external magnetic
field provide by the electromagnetic coil array. Magnetic
torque and forces are also used to release drug, as well.
OptiTrack system consisting of eight infrared cameras is
employed for the ground truth pose estimation. An opened
and oiled porcine stomach simulator is used to represent
human stomach.

gan deformations and/or non-Lambertian surface. Such
a mask is very crucial for vision based methods applied
on endoscopic type of images since occlusions, non-
rigid deformations and specularities violating Lamber-
tian surface properties commonly occur in endoscopic
types of images.

Evaluations we made on non-rigidly deformable porcine
stomach videos prove the success of our depth estimation
and localization approach. As the outline of this paper, the
previous work in endoscopic capsule odometry is discussed
in Section II. Section III introduces the proposed method
with its mathematical background in detail and the unsuper-
vised DL architecture. Section IV shows our experimental
quantitative and qualitative results achieved for 6-DoF local-
ization and depth recovery. Finally, Section V mentions some
bottlenecks and gives future directions for our project. Our
code will be made available at https://github.com/mpi/deep-
unsupervised-endovo.

II. BACKGROUND

In the last decade, several localization methods [23]–[27]
were proposed to calculate the 3D position and orientation
of the endoscopic capsule robot such as fluoroscopy [23],



Fig. 4: Training input consists of sequential images from dif-
ferent perspectives, which are noted by < It−1, It , It+1 >. Af-
ter view synthesis creates the supervision baseline, PoseNet
is trained to estimate relative motion change between <
It−1, It > and < It , It+1 >, whereas DispNet learns to predict
depth for the target image < It >.

ultrasonic imaging [24]–[27], positron emission tomography
(PET) [23], [27], magnetic resonance imaging (MRI) [23],
radio transmitter based techniques and magnetic field based
techniques. The common drawback of these localization
methods is that they require extra sensors and hardware
design. Such extra sensors have their own drawbacks and
limitations if it comes to their application in small scale med-
ical devices such as space limitations, cost aspects, design
incompatibilities, biocompatibility issues and the interference
of the sensors with the activation system of the device.

As a solution of these issues, a trend of VO methods have
attracted the attention for endoscopic capsule localization.
A classic VO pipeline typically consists of many hand-
engineered parts such as camera calibration, feature detec-
tion, feature matching, outliers rejection (e.g. RANSAC),
motion estimation, scale estimation and global optimization
(bundle adjustment). Although some state-of-the-art algo-
rithms based on this traditional pipeline have been developed
and proposed for endoscopic VO task in the past decades,
their main deficiencies such as tracking failures in low
textured areas, sensor occlusion issues, lack of handling
non-rigid organ deformation still remain. In last couple of
years, DL techniques have been dominating many computer
vision related tasks with numerous promising result, e.g.
object detection, object recognition, classification problems
etc. Contrary to these high-level computer vision tasks, VO
is mainly working on motion dynamics and relations across
sequence of images, which can be defined as a sequential
learning problem.

Our proposed method solves several issues faced by typi-
cal VO pipelines, e.g the need to establish a frame-to-frame
feature correspondence, vignetting artefacts, motion blur,
specularity or low signal-to-noise ratio (SNR). We think that

DL based endoscopic VO approach is more suitable for such
challenge areas since the operation environment(GI tract) has
similar organ tissue patterns among different patients which
can be learned by a sophisticated machine learning approach
easily. Even the dynamics of common artefacts such as
non-rigidness, sensor occlusions, vignetting, motion blur and
specularity across frame sequences could be learned and
used for a better pose estimation, whereas our unsupervised
odometry learning method additionally solves the common
problem of missing labels on medical datasets from inner
body operations [4], [6].

III. METHOD

Different from supervised VO learning [2], [4], [6], where
camera poses and/or depth ground truths are required to
train the neural network, the core idea underlying our un-
supervised pose and depth prediction method is to make
use of the view synthesis constraint as the supervision
metric, which forces the neural network to synthesize target
image from multiple source images acquired from different
camera poses. This synthesis is performed using estimated
depth image, estimated target camera pose values in 6-DoF
and nearby color values from source images. In addition,
a reliability mask is trained to detect sensor occlusions,
non-rigid deformations of the soft organ tissue and lack of
textures inside the explored organ.

A. View synthesis as supervision metric

To provide a supervision to the neural network, view syn-
thesis is accomplished by training with consecutive images.
As input, we take a sequence of 3 consecutive frames, and
choose the middle frame as a target frame. Sequences are
denoted by < It−1, It , It+1 > where It is the target view and
rest of images are source views Is =< It−1, It+1 >, which are
used to render the target image (see Fig. 4). The objective
function of the view synthesis is:

Lvs = ∑
s

∑
p
|It(p)− Îs(p)| (1)

where p is pixel coordinate, and Îs is the source view Is
warped to the target view making use of the estimated depth
image D̂t and 4×4 camera transformation matrix T̂t→s [29].
Let pt represent the homogeneous pixel coordinates in the
target view, and K be the camera intrinsics matrix.

pt is projected coordinate on the source view and ps is
acquired by:

ps ∼ KT̂t→sD̂t(pt)K−1 pt (2)

Note that the value of ps is not discrete. To find the ex-
pected intensity value at that position, bilinear interpolation
among four discrete neighbors of ps is used [30]:

Îs(pt) = Is(ps) = ∑
i∈{top,bottom}, j∈{le f t,right}

wi jIs(pi j
s ) (3)

Let wi j be the proximity value between projected and
neighboring pixels summing up to one and Îs be the estimated
mean intensity for projected pixel ps.



Fig. 5: The proposed neural network architecture for pose/reliability/depth map estimation. The width and height of illustrated
blocks reflect the spatial dimensions of layers and output channels which are based on an encoder-decoder design. (a) Single-
view depth prediction model is adopted by DispNet [28]. ReLu activations follow the middle convolution layers. Kernel
size for first four layers are 7, 7, 5, 5 respectively, and rest of the layers have kernel size 3. (b) Pose/reliability estimation
network is motivated by SFM-Learner [21] model and it has decoder-encoder design, as well. The encoder part has five
feature extraction layers which are shared for both pose and reliability mask estimation. The pose results are gathered after
the encoder network, which has 6∗ (N−1) output channels for 6-DoF motion parameters. The encoder part is followed by
a decoder, which has 5 deconvolutional layers, consisting ReLU activations in between.

View synthesis approach assumes that camera sensor is not
occluded, non-rigid deformations are avoided and explored
organ surface obeys Lambertian surface rules enabling pho-
tometric error minimization between target and source views.
These assumptions are frequently violated in endoscopic type
of videos:

1) Sensor occlusions occur often due to peristaltic organ
motions.

2) Inner organs have in general a non-rigid structure
meaning deformations cannot be completely avoided.

3) Organ fluids cause specularities which violate the
Lambertian surface rules.

To overcome these, we trained a soft reliability mask which
labels each target-source pixel pair as reliable to be used for
view-synthesis or believed to violate assumptions because of
being affected by occlusions, non-rigid deformations and/or
specularities. Incorporating the soft-reliability mask Ês, the
view synthesis equation is updated as:

Lvs = ∑
<It−1,It+1>∈S

∑
p

Ês(p)|It(p)− Îs(p)| . (4)

Minimizing this energy function without regularizer will
force mask to be zero across the whole image domain.
To overcome this problem and obtain a reasonable mask,
a regularization term is to use which describes the prior
knowledge about reliability mask. Hence, let Lreg(Ê l

s) be
the regularization term that minimizes the cross-entropy
loss and prevents trivial solutions. Finally, since gradients
are derived from differences between four neighbors and
corresponding pixel intensities of source and target frames, a
smoothness loss L l

smooth is needed. The multiscale pyramid
and smoothness loss for gradients are extracted from larger
spatial regions. This leads to the following energy function:

L f inal = ∑
l

L l
vs +λsL

l
smooth +λe ∑

s
Lreg(Ê l

s) (5)

Here, s indexes source images, l indexes images from
different scales, λs is the regularization weight for depth
smoothness, and λe is the weight for reliability mask.

B. Network architecture

As mentioned earlier, our problem is estimating odometry
in a textureless scene by using only sequenced RGB frames
as input. Since classical methods fail to cope with this prob-
lem, we use DL methods where we get our motivation from
recent works [31] and [21] which propose improvements by
autoencoder based architectures. Our overall DL model as
shown in Fig. 5 consists of two end-to-end frameworks.

The first architecture is employed to predict single-view
depths by creating disparity map outputs. The encoder-
decoder convolutional layers are followed by a prediction
layer, whose outputs are constrained by 1/(α ∗ sigmoid(x)+
β ) with α = 10 and β = 0.1 to ensure that predictions occur
in a desirable interval.

The second network tries to estimate relative pose, param-
eterized by SE(3) motions between views, and the reliability
mask. The encoder part for pose estimation and reliability
mask are same, where they share weights in the first five
feature extractor convolutional layers and divide into two
tracks afterwards. Pose is estimated by encoder’s 6∗ (N−1)
channels, as translation and rotation parameters. The decoder
part consists of five deconvolutional layers and generates
multiscale mask predictions. There are four output channels
for each prediction layer, and each two of them predict the
reliability for input source-target pairs by softmax normal-
ization.

Both networks are trained and optimized jointly. On the
other hand, both networks can be tested and evaluated
independently. Testing and training pipelines are illustrated
in Fig. 1.



(a) Trajectory 1 (b) Trajectory 2

(c) Trajectory 3 (d) Trajectory 4

Fig. 6: Sample trajectories comparing the unsupervised learning method with ORB SLAM, EndoVO and OptiTrack ground
truth in millimetric scale. Deep EndoVO shows the best odometry estimations, whereas ORB SLAM fails to track some
fine-scale motions. Tracking performance of unsupervised odometry lies inbetween of ORB SLAM and Deep EndoVO;
many fine-scale motions are successfully caught in detail, however there is still a certain amount of drift.

IV. EVALUATION AND RESULTS

A. Dataset and Transfer learning

We used transfer learning to have an initialization for
neural network weights since we lack huge amounts of
labeled data. For pretraining, DL model proposed by Zhou
et al. [21] is employed. The model is implemented with
publicly available Tensorflow framework and pretrained with
the KITTI dataset. Batch normalization is used for all of the
layers except the outputs. Adam optimization is chosen to
increase the convergence rate, with β1 = 0.9, β2 = 0.999,
learning rate of 0.1 and mini-batch size of 8. We used the
model which was trained with 50K images and converged
after 150K iterations. The model requires sequential images
with size 128 x 416. On top of the model pretrained by
a KITTI dataset, we fine-tuned the architecture with our
domain data from endoscopic capsule robot by employing a
GeForce GTX 1070 model GPU. Our dataset was collected
in an experimental setup for an ex-vivo parcine stomach
shown in Fig. 3 and it contains 12K frames with ground truth
odometry obtained by OptiTrack visual tracking system. In
this experiment, we fix the length of input image sequences
into three frames. We used 10K frames for training, 1K for

cross validation and 1K for evaluation and testing.

B. Pose estimation and Odometry benchmark

Our pose estimation network is tested with 1K frames.
The network outputs the pose predictions as 6-DoF motion
(Euclidean coordinates for translation and rotation) between
sequences. Ground truth data was established with the Op-
tiTrack mechanism. Some examples from odometry outputs
can be seen in Fig. 6. Here, we illustrate only short sequences
qualitatively. It can be seen that the main trajectory results
successfully differentiate the major displacements with a
minor amount of drift.

We compare our ego-motion estimation method with
monocular ORB-SLAM [32], Deep EndoVO [2], LSD
SLAM [33] using Absolute Trajectory Error (ATE) [32]
for the alignment with the ground truth. As shown in Fig.
6 and error bars in Fig. 7a, 7b, our method outperforms
ORB SLAM and LSD SLAM which are state-of-the art
widely used SLAM methods. Because of the geometric and
photometric properties of scenes, these methods fail to find
and match proper keypoints. Magnetic localization also out-
performs ORB-SLAM and LSD-SLAM, because magnetic
localization does not depend on textural geometry of the



(a) Translational error results (b) Rotational error results

Fig. 7: Translational (a) and rotational (b) error results for ORB SLAM, LSD SLAM, Deep EndoVO, magnetic localization
and our proposed supervised method. It is clear that in both rotational and translational motions, our unsupervised odometry
outperforms ORB SLAM, LSD SLAM and magnetic localization, whereas Deep EndoVO shows best performance. For
example, for trajectory length of 10 cm, Deep EndoVO and our method results in a translational error less than 1 cm, and
others are slightly above 1 cm. In terms of rotational motion, a 5 degree change has an effect of less than 1 degree in Deep
EndoVO and our method, however rest of the methods are closer to 1 degree. Translational results indicate that the proposed
method shows robustness for increasing trajectory lengths and remains close to the ground truth trajectory. The trajectory
length increase from 10 cm to 50 cm results a change of more than 4 cm in both ORB SLAM and LSD SLAM methods,
whereas our error increases around 1 cm.

Fig. 8: Sample disparity map estimations from ex-vivo
porcine stomach dataset. Even though depth estimations
lack fine-scale details in low textured areas, major depth
differences were successfully caught.

scene. Even though the proposed method is unsupervised, its
translational and rotational accuracies are comparable with
Deep EndoVO approach which is a supervised odometry
learning method.

C. Depth Estimation

The neural network model creates depth estimation as a
disparity map for a given view. Some estimation results can
be seen in Fig. 8. It is clear that major depth differences are
captured by the network. However, since stomach surface is
non-Lambertian and the light source is attached to camera, it
becomes more challenging to reproduce a robust algorithm.
In the disparity map output of the network, it is observable
that there are minor errors at some low textured regions or
on high gradient parts such as sharp edges. However, our
improvement on overall depth estimation with fine-tuning
can be seen in Fig. 9.

V. CONCLUSIONS
In this paper we applied unsupervised DL method for

estimating VO and depth for endoscopic capsule robot
videos. Even though our method performs comparably well

(a) Without fine-
tuning (KITTI)

(b) Original image (c) After transfer
learning

Fig. 9: Disparity map outputs before and after fine-tuning on
top of KITTI. (a) shows the estimation without fine-tuning.
Since there is no object in front of the camera in KITTI
images, the resulting disparity maps have a dark region in the
center. Moreover, the disparity map has a poor quality. After
transfer learning and training with porcine stomach dataset
in addition to KITTI images, the quality of the disparity map
drastically increases and the dark hole in the center of the
image dissapears (c).

to supervised EndoVO method and outperforms existing state
of the arts SLAM algorithms ORB and LSD SLAM, some
playroom for the improvements of the method still remains:

• Accuracy of the results can be improved by increasing
sequence size of inputs. As well, additional training data
generated by augmentation techniques could improve
the performance of the method for cases where non-
rigid deformations, occlusions and heavy specularities
exist.

• Since our capsule robot also uses rolling shutter camera,
instead using KITTI dataset captured by global shutter
camera, we could also incorporate Cityscapes dataset
captured by rolling shutter camera.

• The quality of estimated depth maps can be improved by
combining the depth output of our method with shading
based depth estimation. In that way, a more realistic
and therapeutically relevant 3D reconstruction of the



explored inner organ could be achieved.
• The dependency of the proposed method on the cam-

era intrinsics matrix makes it rather impractical to be
used for random videos streaming from hospitals with
unknown calibration matrix.

• It would be interesting to extend our network to perform
further tasks such as tissue segmentation and disease
detection.
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