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LAVAPilot: Lightweight UAV Trajectory Planner with Situational Awareness
for Embedded Autonomy to Track and Locate Radio-tags
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Abstract— Tracking and locating radio-tagged wildlife is a
labor-intensive and time-consuming task necessary in wildlife
conservation. In this article, we focus on the problem of
achieving embedded autonomy for a resource-limited aerial
robot for the task capable of avoiding undesirable disturbances
to wildlife. We employ a lightweight sensor system capable
of simultaneous (noisy) measurements of radio signal strength
information from multiple tags for estimating object locations.
We formulate a new lightweight task-based trajectory planning
method—LAVAPilot—with a greedy evaluation strategy and a
void functional formulation to achieve situational awareness
to maintain a safe distance from objects of interest. Concep-
tually, we embed our intuition of moving closer to reduce
the uncertainty of measurements into LAVAPilot instead of
employing a computationally intensive information gain based
planning strategy. We employ LAVAPilot and the sensor to
build a lightweight aerial robot platform with fully embedded
autonomy for jointly tracking and planning to track and locate
multiple VHF radio collar tags used by conservation biologists.
Using extensive Monte Carlo simulation-based experiments,
implementations on a single board compute module, and field
experiments using an aerial robot platform with multiple
VHF radio collar tags, we evaluate our joint planning and
tracking algorithms. Further, we compare our method with
other information-based planning methods with and without
situational awareness to demonstrate the effectiveness of our
robot executing LAVAPilot. Our experiments demonstrate that
LAVAPilot significantly reduces (by 98.5%) the computational
cost of planning to enable real-time planning decisions whilst
achieving similar localization accuracy of objects compared
to information gain based planning methods, albeit taking a
slightly longer time to complete a mission. To support research
in the field, and conservation biology, we also open source the
complete project. In particular, to the best of our knowledge,
this is the first demonstration of a fully autonomous aerial robot
system where trajectory planning and tracking to survey and
locate multiple radio-tagged objects are achieved onboard.

I. INTRODUCTION

Recent advancements in unmanned aerial vehicles (UAVs)
or so-called drones capable of carrying different sensors such
as thermal, chemical or visual sensors have enabled new
opportunities in a range of applications from surveillance
to search-and-rescue [1], [2]. Furthermore, falling unit cost
prices have significantly reduced the entry barriers to em-
ploying commercial drones for solving real-world applica-
tions [3]. However, efficiently realizing these applications
necessitates UAVs to perform tasks autonomously, but UAVs
are faced with limited computational and power resources.
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Fig. 1: The autonomous UAV platform. Inset: VHF radio tag.

In this work, we are interested in developing an aerial
robot system with embedded autonomy for searching and
localizing multiple radio-tagged objects of interest whilst
considering the practical limitation of computational power
onboard a UAV as well as the application desire to not disturb
wildlife during the aerial robot’s mission. This is an emerging
application area to support conservation biologists to manage
and protect endangered species and their habitats [4], [5].
Over the last 50 years, VHF (Very High Frequency) tags
can be considered as the most common technology for
monitoring wildlife because of its versatility for different
sizes and mass of animals and low cost [6]. In contrast to
vision-based methods [7]–[10], radio-collaring provides an
effective method to identify and monitor individual animals
of interesting species, especially significant in monitoring
the well-being of endangered species re-introduced into their
natural habitats [11]–[14]. Traditionally, conservation biolo-
gists have to trek through wildlife habitats using a handheld
directional antenna to localize radio-tagged wildlife, which
is a time-consuming and tedious task. An autonomous UAV
platform can: i) contribute to automating the manual and
tiresome task of localizing wildlife, often too difficult inac-
cessible terrains; ii) reduce the costs involved in conducting
field studies; iii) provide a cost-effective solution to gaining
a height advantage to obtain better signal information with
the ability of a UAV to fly above possible objects such as
trees and shrubs intervening between a radio collar and a
human receiver that can attenuate radio waves to ground-
based receivers, and iv) add the capability to gather more
granular spatio-temporal information of endangered species
via an autonomous aerial system.

We design an aerial robot system with embedded au-
tonomy for tracking and localizing multiple radio-tagged
objects. We formulate a real-time and online tracking and
trajectory planning algorithm capable of execution onboard
a resource-limited aerial robot platform; thus, eliminating
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the need for a cumbersome and battery-powered Ground
Control System (GCS) set up in the field for the planning
and tracking task. We recognize that a closer approach by a
UAV in a tracking task may disturb the wildlife of interest, as
reported in recent studies [15], [16]. Although it is sometimes
desirable to agitate wildlife [17], and disturbances can prob-
ably be detrimental when trying to gather detailed spatial-
temporal data of endangered species. Therefore, we focus
on formulating a trajectory planning algorithm to always
maintain a safe distance from objects of interest. In summary,
our main contributions are:

1) We formulate a novel task-based trajectory planning
method—we call LAVAPilot—capable of being realized in
an energy and computation limited platform. We recognize
that object position estimates are uncertain; however, object
position uncertainty can be estimated from the belief density
of the tracking algorithm. We also recognize that object
signal measurement uncertainty is lower when the UAV
is closer to the object. Therefore, our trajectory planning
formulation is based on the intuition that the policy to
navigate towards the objects with the lowest position esti-
mation uncertainty may provide a computationally efficient
method of accurately tracking and localizing radio-tags—an
important consideration for maximizing the number of objects
located under the resource constraints of UAV platforms.

2) We incorporate a void probability functional formula-
tion to supply situational awareness to the trajectory planning
algorithm to maintain a safe distance from objects of interest
during trajectory planning. We employ a greedy evaluation
strategy during the selection of optimal control actions to
further reduce the computational complexity of planning
under a void probability functional. We derive a lower bound
probability that guarantees a UAV’s capability to maintain a
desired safe distance from all objects of interest.

3) We report the results of simulation studies and field
experiments with multiple VHF radio-tags to evaluate our
approach and demonstrate the capabilities of our aerial robot
system. Our formulation leads to a computationally efficient
planning method. To support research in the field, we also
release the complete code base1.

In particular, to the best of our knowledge, this is the
first demonstration of a fully autonomous aerial robot system
where trajectory planning and tracking to survey and locate
multiple radio-tagged objects are achieved onboard.

II. RELATED WORK

An autonomous underwater system to localize radio-
tagged carps was firstly proposed in [18]. Subsequently, sev-
eral underwater-based systems have been investigated [19]–
[24]. Early efforts using off-line estimation on multi-UAV
to localize radio tags have been evaluated in [25]–[27].
Recently, the adoption of using software-defined radio (SDR)
to detect multiple radio-tagged signals from a UAV has

1Complete system code release and project artifacts are available from
https://github.com/AdelaideAuto-IDLab/TrackerBots.

also been reported in [28], [29]. However, the problem
of fully autonomous tracking and localizing radio-tagged
objects using UAVs is still open.

Recently, two robotic aerial systems with a ground control
station in the loop were demonstrated for localizing radio-
tagged objects. The first study in [30] located a single sta-
tionary radio-tagged bird using bearing-only measurements
from a phased antenna array. The second study employed
received signal strength measurements to track and locate
multiple mobile radio-tagged objects [31]. Bearing-only ap-
proaches lead to a bulky payload and substantially long
measurement times (e.g., each bearing-only measurement
takes 45 s in [30]). In contrast, range-only approaches are
significantly faster, and using a lighter payload system [31].
The study in [31] employed an SDR to search and detect
multiple radio-tagged signals to compute optimal control ac-
tions for a UAV using an information-based approach to track
multiple mobile radio-tagged objects of interest. However,
both studies: i) did not consider the problem of potential
disturbances to animals in their path planning strategies, and
ii) relied on conservation biologists in the field to set up,
power and employ a GCS in the loop to execute tracking and
planning whilst employing an augmented communication
channel with the drone platform for communications with
the GCS—an added drain on the limited power capacity of
the robot.

Notably, a bearing measurement technique, similar to that
in [30], as reported recently in [32]; however, their planning
algorithm is calculated off-line using a sensor placement
scheme for triangulation-based localization. Thus it is dif-
ferent from the approach in [30] as well as our approach
to developing a real-time and online joint tracking and path
planning algorithm to develop a fully autonomous system.

Information gain-based planning approaches are proposed
for tracking tasks in [2], [30], [31], [33]. However, informa-
tion gain methods are demanding in both computations and
power, often impractical under real-time requirements and/or
demand a powerful ground control system in the loop for
computations as in [30], [31]. In contrast, we are seeking
to realize lightweight and real-time planning algorithms that
can be embedded in the onboard low-cost drone platform.

III. PROBLEM FORMULATION

Our goal is to develop a fully autonomous system and
ensure trajectory planning decisions are supplied with situa-
tional awareness to reduce unwanted disturbances to radio-
tagged objects of interest. In this section, we: i) describe the
problem, ii) formulate the tracking algorithm, and iii) derive
the trajectory planning algorithm with a void probability
functional.

A. Problem Description

In our problem, biologists attach wildlife with VHF radio
tags (as shown in the inset of Fig. 1) wherein the speed of a
wildlife species is lower than the UAV’s speed. These radio
collar tags transmit low-power on-off-keying signals every T0
period and are detected by the sensor system on board a UAV.



Therefore, we focus on tracking and localizing the detected
objects instead of focusing on signal detection problems.
In our problem, the UAV with state u = [p(u), θ(u)]T ∈
R3 × [0, 2π), where p(u) = [p

(u)
x , p

(u)
y , p

(u)
z ]T ∈ R3 is the

UAV position in 3D coordinate; θ(u) is the UAV heading. The
state of an object of interest is x = [p

(x)
x , p

(x)
y , p

(x)
z ]T ∈ R3,

which is the object 3D position in x, y and z axes of the
Cartesian coordinate system. The total number of objects Nt
is assumed to be known; thus, the tracking and localizing
operation task terminates when all the objects are tracked
and localized. Further, to minimize disturbances to wildlife,
the UAV must maintain a safe distance while navigating to
track and localize wildlife. Although the UAV can fly at
high altitudes (e.g., above 100 m) to minimize disturbances
to objects of interest, avoiding maneuvers above wildlife is
also recommended [16]. Further, flying at higher altitudes
leads to significantly shorter flight times since it requires
a considerable amount of onboard battery power to lift the
UAV to high altitudes, especially for small UAVs. Therefore,
in this work, we fix the UAV’s altitude at 30 m throughout
the whole experiments to preserve the limited onboard bat-
tery power for the tracking and searching task and reduce
computational demand for the embedded computer by not
considering changing a UAV’s altitude as a potential action
when computing control actions.

B. Multiple Objects Tracking Formulation

In our problem, we do not consider missed detection and
false detection; and objects of interest are uniquely identified
by its frequency estimated from measurements to provide
a known association with objects. Therefore, our tracking
algorithm is formulated using a sequential importance re-
sampling particle filter (PF) [34], and an array of PFs is
used to track multiple objects parallel. PF is a member of
the Bayesian filters, which performs well in systems with
nonlinear dynamic systems under noisy measurement data
such as the received signal strength measurements affected
by factors such as interference, radio-wave scattering and
attenuation, and receiver thermal noise [35].

Formally, let xk denote the object state at time k, which
generates an observation zk. Let πk(xk|z1:k) be the belief
density of xk given the measurement history z1:k. The PFs
use Sequential Monte Carlo (SMC) methods to approx-
imate the belief density by a set of particles {x̃(i)k }

Ns
i=1

with its respective weights {w(i)
k }

Ns
i=1,i.e.,: πk(xk|z1:k) ≈

Ns∑
i=1

w
(i)
k δ(xk − x̃

(i)
k ), and

Ns∑
i=1

w
(i)
k = 1, where δ(·) is the

Kronecker delta.

Measurement likelihood: The measurements in our problem
are RSSI-based data related to radio-tags. Thus, we require a
realistic signal propagation model to calculate the likelihood
of a given measurement. In this work, we employ the
MultiPath model in [31], a log distance path loss model with
multi-path fading [36] to characterize the signal attenuation.
In particular, the received power h(xk, uk) [dBm] by the
UAV at state uk from the transmitter of a radio-tagged object

with state xk consists of the line-of-sight (LoS) transmitted
power and the reflected power from the ground:
h(xk, uk) = P0 − 10n log10(d(xk, uk)) (1)

+Gr(xk, uk) + 10n log10(|1 + Γ(ψ)e−j4φ|).

Here, P0 is a constant which depends on the transmitted
power; n is a dimensionless path lost constant ranging from
2 to 4; d(xk, uk)) = ||xk−p(uk)|| is the distance between the
position of object xk and position of UAV uk; Gr(xk, uk) is
a directional antenna gain depends on the relative position of
object xk and UAV uk, and the UAV heading angle θ(uk);
Γ(ψ) is the ground reflection coefficient dependent on the
incidence angle ψ between the ground plane and the reflected
path; 4φ is the phase difference between the LOS path and
the reflected path.

The total measured power zk [dBm] is often corrupted by
environmental noise η(z), given by:

zk = h(xk, uk) + η(z) (2)

Assuming that the object state dynamic process noise η(x)

and the measurement noise η(z) are white noise, such that:
η(x) ∼ N (0, Q(x)) and η(z) ∼ N (0, Q(z)), then the object
state dynamics and the measurement likelihood function are:

fk|k−1(xk|xk−1) = N (xk; fk−1(xk−1), Q(x)),

gk(zk|xk) = N (zk;h(xk, uk), Q(z)),

where N (·;µ,Q) denotes a Gaussian distribution with mean
µ and covariance Q; and f(·) denotes a single-object transi-
tion function.

C. LAVAPilot: Path Planning Algorithm Formulation

We are interested in formulating a real-time and online
path planning algorithm that is suitable for computation and
power limited embedded computing modules such as our
aerial robot system in Fig. 1. In this work, we propose a
new task-based planning method. We recognize that a UAV
navigating towards an object where actual position estimates
are unreliable can rapidly localize object positions. This is
because the object signal measurement uncertainty is lower
when the UAV is closer, an artifact of range-only tracking
with signal strength measurements. Therefore:
We hypothesize that in a tracking task with the objective of
surveying objects to achieve an adequately small position
estimation uncertainty, a planning strategy to move towards
the object with the lowest position estimation uncertainty
may provide an inexpensive planning strategy.

Importantly, we have highlighted in Section I, the desire
to reduce disturbances to wildlife in our tracking problem.
Therefore, the planning algorithm needs awareness of radio-
tags to maintain a safe ground distance between the UAV
and the surveyed objects. Inspired by the void probability
functional proposed in [37], we consider planning informed
by such a function to maintain a safe distance between
the UAV and objects of interest. Therefore, we formulate
a task-based planning strategy based on selecting the control
action that i) further minimizes the lowest estimated belief
uncertainty of a given set of objects, and ii) maintains a safe



distance between the UAV and objects of interest over a finite
horizon time step H .

In the following sections, we describe: i) the formulation
of the objective function for our task-based planning strategy,
ii) the formulation of the void functional to maintain a safe
distance to reduce disturbances to objects of interest, and iii)
the selection of control actions.
Objective Function Formulation: We employ position es-
timation uncertainty represented by the filter belief density
to formulate our objective function for evaluating control
actions. Although using the maximum eigenvalue of the full
covariance matrix of particles yields an E-optimal uncer-
tainty estimation [38], we adopt a computationally lower-
cost approach that measures the maximum covariance along
with one of the coordinate axes with a similar performance
guarantee.

Let x̂ =
∑Ns
i=1 wix̃

(i) be the estimated object posi-
tion from the particles set {w(i), x̃(i)}Nsi=1. Let σ

(x)
x =[∑Ns

i=1 w
(i)(p

(x̂)
x − p(x̃

(i))
x )2

]1/2
, σ(x)

y =
[∑Ns

i=1 w
(i)(p

(x̂)
y −

p
(x̃(i))
y )2

]1/2
, and σ

(x)
z =

[∑Ns
i=1 w

(i)(p
(x̂)
z − p

(x̃(i))
z )2

]1/2
represent the x, y, z standard deviations of estimated belief
density π(·). The standard deviation of the estimated belief
density π(·) is defined as

σ(x) = max(σ(x)
x , σ(x)

y , σ(x)
z ). (3)

Void Probability Functional Formulation: We formulate a
void probability functional to maintain a safe distance rmin

between the observer and objects of interest over a finite
horizon H . Let V (u, rmin) denote the void region of the
object state based on UAV state u, given by:

V (u, rmin) =
{
x ∈ X :

√
(p

(x)
x − p(u)x )2 + (p

(x)
y − p(u)y )2 < rmin (4)

Given a region S ⊆ X, the estimated belief density

πk(xk|z1:k) ≈
Ns∑
i=1

w
(i)
k δ(xk − x̃(i)k ); let Bπk(xk|·)(S) denote

the void probability functional on πk(xk|·), then we obtain:

Bπk(xk|·)(S) = 1−
Ns∑
i=1

w(i)1S(x̃
(i)
k ) (5)

where 1S(·) is the indicator function of region S which is
unity if x̃(i)k ∈ S and zero otherwise.

Now we let uk+1:k+H = [uk+1, . . . , uk+H ]T denote the
trajectory of the UAV from time k + 1 to k + H; Xk =
{x1,k, . . . , xNt,k} denote a set of objects at time k where the
belief density of each object πk(xj,k) is approximated by the
particles set {w(i)

j,k, x̃
(i)
j,k}

Ns
i=1; the void probability functional

of the trajectory uk+1:k+H is defined as:
Bπk(V (uk+1:k+H , rmin)) = min

x∈Xk
u∈uk+1:k+H

Bπk(x|·)
(
V (u, rmin)

)
= min

j∈{1,...,Nt}
u∈uk+1:k+H

[
1−

Ns∑
i=1

w
(i)
j,k1V (u,rmin)(x̃

(i)
j,k)

]
(6)

Control Action Selection: Given the formulation of the
objective function and the void probability functional for-
mulation, we now discuss our proposed planning algorithm
employed to select the best control action policy.

Target

A

B

CUAV

Fig. 2: Illustration of the UAV trajectory planning actions
at a fixed altitude to rapidly reduce position estimation
uncertainty under the void probability functional. Point A
is the intersection point between the direct LOS path from
the UAV to object; Point B and point C are the two tangential
points on the circle defined by a void constraint.

Our planning algorithm is summarized in Alg. 1. Here,
we apply the UAV motion model in [31] to emulate a
UAV control action resulting in trajectory uk+1:k+H over
the look-ahead horizon time step H while ensuring the UAV
maintains a safe distance to objects of interest. We consider
control actions for a quad-copter UAV, as shown in Fig. 1. In
practice, a quad-copter UAV can be controlled by providing
way-points. For each controlled way-point uck, we calculate
the UAV trajectory over uk+1:k+H using a one-step Euler
method [2] for HT0 seconds with a very small integration
time step (e.g., 1 ms) to minimize the integration error; here
T0 (e.g., 1 s) is the measurement duration. In the following,
we describe our planning algorithm for selecting the optimal
action over a look ahead horizon H .

Suppose x∗k is the object with the smallest estimation
uncertainty that is not yet localized (i.e., σ(x∗k) > σmin). Fig.
2 illustrates a UAV with state uk with three possible control
actions at a fixed altitude2 to travel towards an object x∗k
under the void probability functional constraint to rapidly
minimize estimation uncertainty. We label the three possible
UAV destinations under three control actions as points A,
B, and C. For each possible trajectory, the path uk+1:k+H is
evaluated under the void probability constraint using (6) with
a predefined probability bound Bmin ∈ [0, 1]. Our trajectory
planning algorithm selects the first control action that yields
the trajectory that satisfies our void constraints in order of
point A, B, and C.

However, we recognize that three traversal paths to point
A, B, C of the object of interest x∗k may violate the void
bound Bmin due to the existence of other objects—see (6).
Therefore we define a discrete set of actions Uk for the
UAV to investigate in such an event (see Alg. 1, Line 17).
The discrete space Uk consists of |Uk| actions that direct
the UAV to change its heading to one of the following
[0, 2π/|Uk|, . . . , 2π − 2π/|Uk|]T and then traverse along
with the selected heading. As before, we select the possible
control action uck that directs the UAV towards the selected
object x∗k such that:

2Although 3D tracking is feasible, as our initial investigation in [39], we
limit our investigation to a 2D domain to reduce computational complexity,
which is important for real-time performance, especially on an embedded
computer with limited resource.



Algorithm 1 LAVAPilot

1: Nt = {1, . . . , Nt} . Objects left to localize
2: for each λ ∈ Nt do
3: if σ(x) < σmin then
4: Nt = Nt\{λ} . Remove found object λ from

list
5: end if
6: end for
7: if Nt 6= ∅ and k mod H == 0 then
8: uck = ∅ . Initialize the control action
9: x∗k = arg min

x∈
⋃
λ∈Nt

xk

σ(x) . Select lowest uncertainty

10: Utoward = {A, B, C} as in Fig. 2 for x∗k with rmin

11: for each uc ∈ Utoward do
12: Calculate uk+1:k+H using 1-step Euler method
13: if Bπ(uk+1:k+H , rmin) ≥ Bmin then
14: uck = uc; break
15: end if
16: end for
17: if uck = ∅ then . Use discrete action space Uk
18: uck = arg minuc∈Uk d(uc, x∗k)
19: such that Bπk(uk+1:k+H , rmin) ≥ Bmin

20: end if
21: return uck
22: end if

uck = arg min
uc∈Uk

d(uc, x∗k), (7)

subject to Bπk(uk+1:k+H , rmin) ≥ Bmin. (8)

Proposition 1. The selected control action uck from Alg. 1
always maintains the UAV at a desired safe distance rmin to
any objects in xk with a lower bound probability of Bmin.

Proof: Let u ∈ uk+1:k+H be any position of the
UAV generated from the control action ukc . According to
the definition in (6), the probability that u maintains a safe
distance to any objects in Xk, Pr(u|xk, rmin) is defined as:

Pr(u|xk, rmin) = minx∈Xk Bπk(x|·)
(
V (u, rmin)

)
≥ Bmin (9)

following the constraint in (8).

IV. SYSTEM ARCHITECTURE AND IMPLEMENTATION

Our autonomous robot system is illustrated in Fig. 1. The
overall platform has a mass of 1280 g—a mass less than
2000 g is an attractive mass class for operating a UAV with-
out a Remote Pilot License (RePL) in certain jurisdictions to
i) ensure accessibility of the technology, ii) and portability
of the drone platform. We summarize the main hardware
components below: i) 3DR Iris+: an off-the-shelf, low-cost,
and lightweight quad-copter UAV with limited battery power,
turning rate, and velocity; ii) 2-element Yagi antenna: a
directional VHF antenna to receive transmitted signals from
radio tags; iii) HackRF One SDR: a sensor system built with a
software-defined radio (SDR) and the antenna element; and
iv) Raspberry Pi 3 Model A+ – companion computer: an
embedded compute module with a quad-core ARM Cortex-
A53 @ 1.4 GHz and a 512 MB SDRAM that executes

algorithms to perform signal detection, planning and track-
ing. The sensor system (the directional antenna, SDR, signal
detection algorithm) measures the received signal strength
indicator (RSSI) of multiple radio-tags simultaneously.

Notably, we used the physical components of the proposed
sensor system reported in [31]. However, in contrast to
[31], wherein an information-based tracking and control
algorithm is executed on a ground control system in the loop,
our proposed planning for tracking algorithm is performed
directly on the embedded computing module. The planning
algorithm communicates directly with the ArduPilotMega
(AMP) firmware through the MAVLink protocol. This en-
ables a fully independent and autonomous aerial system.

Our proposed aerial robot design leads to enlarging the
potential search area by i) removing the distance constraint
imposed by the UAV and the GCS communication radio
channel, and i) eliminating the power-intensive transmissions
and receipts of messages to and from the GCS to conserve
battery life. Most importantly, our design provides a highly
portable solution for conservation fieldwork.

V. SIMULATION EXPERIMENTS

We validate our proposed algorithm (LAVAPilot) through
a simulated environment and compare it with information-
based planning strategies in [31] and [30].
Experimental settings: In our simulation, there are ten
mobile radio-tagged objects walking randomly in a search
area of 1000 m ×1000 m as depicted in Fig. 3a. The
altitude of the UAV is maintained at 30 m above ground
level (AGL), while the heights of radio tags are fixed at
1 m (AGL) to limit the planning scope to a 2D domain. The
maximum flight time is set to 3000 s. The UAV is designed
to maintain a safe distance rmin = 50 m if the void constraint
is applied and rmin = 0.001 m if the void constraint is not
applied. The void probability is lower bound Bmin = 0.8,
i.e., any control actions with the void probability smaller
than Bmin are discarded. The number of discrete actions we
used is |Uk| = 12, i.e., the allowed heading changes are
{0, π/6, . . . , 11π/6}. We set the look-a-head horizon time
H = 11, measurement duration T0 = 1 s, and the number
of particles N = 10, 000. Recall, an object is considered
tracked and localized if its estimation uncertainty is smaller
than σmin = 35 m.
Performance evaluation metrics: The algorithms are eval-
uated based on the following metrics:
• Root Mean Square (RMS) (m): between the esti-

mated object positions versus its ground truths. Let
X̂ = [x̂1, . . . , x̂Nt ]

T ∈ X be an estimate of its
ground truth X = [x1, . . . , xNt ]

T ∈ X. The RMS is
the square root of the mean square error, given by:

RMS =
( Nt∑
i=1

[
d(x̂i, xi)

]2/
Nt)

1/2.

• Standard deviations (Stdev) of estimated results: via (3).
• Planning time (s): time to compute the optimal control

actions for the UAV subject to the void constraint.
• Flight time (s): time for the UAV to search and localize

all of the objects of interest.
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Fig. 3: a) Ground truth for ten mobile objects wandering in the search area, inset: a trajectory of a random walk object. b)
UAV’s trajectory heat map using the LAVAPilot control algorithm over 100 MC trials using the void constraint (rmin = 50 m);
c) Without using the void constraint (rmin = 0.001 m). ©/� denotes the start/stop positions of each object. We can clearly
see the effectiveness of the void constraint in preventing a close approach by the aerial robot.

The reported results are averaged over 100 Monte-Carlo
(MC) runs. Simulation experiments are performed on a PC
using a single core of Intel Core Processor (Broadwell) @
2.4 GHz and MATLAB-2019b.
Performance evaluation with (w) void and without (w/o)
void: Fig. 3bc depicts the trajectory heat-map of the UAV
using our proposed LAVAPilot control algorithm w void,
and w/o void over 100 MC runs. The results demonstrate
that LAVAPilot w void successfully maintains a safe distance
from all of the objects of interest while tracking and localiz-
ing these mobile objects. Further, as shown in Table I, there
is no significant performance difference whether the void
constraint is applied or not. Hence, the proposed LAVAPilot
strategy subject to a void constraint can maintain a safe
distance to all of the objects while not compromising in terms
of tracking and planning performance.
Comparing LAVAPilot to Other Planning Methods:
We compare our proposed LAVAPilot algorithm with the
information-based methods using Rényi divergence [31] and
Shannon entropy [30], [39] under the same void constraint
in (8). Table I lists average performance in terms of RMS,
standard deviation (Stdev), planning time, and travel distance
for each approach. The results demonstrate the task-based
reward using LAVAPilot performs as well as the information-
based methods under a void constraint in terms of localiza-
tion accuracy (RMS values) but with over 98.5% reduction
in computational costs (compared to Shannon) albeit with
a 17% increase in flight time (compared to Rényi) against
the best performing information-based methods on each
measure. Table I also shows that applying the void constraint
helps to reduce 17% of planning time for information-based
planning strategies since it discarded any control actions that
violate the void constraint, thus leading to an improvement in
planning time. It is expected that applying the void constraint
results in the longer flight time for LAVAPilot since there
are a few potentially useful trajectories to reduce the object’s
uncertainty that are not considered due to the void constraint.
Computational investigations on an embedded computer:
The previous simulation experiments are conducted on a
desktop PC, which cannot be carried by the UAV. In this
experiment, we investigate the computational performance
directly on an embedded computer (Raspberry Pi 3 Model

TABLE I: Comparing LAVAPilot over 100 Monte-Carlo runs
for the same object tracking and localization task.

Strategy Constraint RMS
(m)

Stdev
(m)

Planning
time (s)

Flight
time (s)

LAVAPilot
w Void

18.4 14.4 0.06 193.3
Rényi 19.7 15.8 4.33 165.3
Shannon 19.5 15.9 4.03 165.7
LAVAPilot

w/o Void
18.6 14.8 0.04 183.5

Rényi 21.7 16.0 5.20 160.1
Shannon 20.9 16.4 4.92 157.0

TABLE II: Performance comparison of planning time of
different strategies for computing optimal control actions on
a Raspberry Pi 3 Model A+.

Strategy Planning time
Average (s)

Planning time
Min (s)

Planning time
Max (s)

Planning time
Median (s)

LAVA 0.05 0.01 0.10 0.03
Réyni 26.00 24.57 28.72 25.18
Shannon 18.03 16.32 19.02 18.40

A+) to validate our proposed approach (the same model
employed in our aerial robot). All of the simulation settings
are kept are the same, while the tracking and planning
algorithm is implemented using Rust programming language
instead of MATLAB on the Raspberry Pi 3 Model A+.
Fig. 4 and Table II present the performance comparison of
planning time between LAVAPilot versus Rényi and Shannon
planning strategies. The results validate that our LAVAPilot
control algorithm can perform in real-time environments on
an embedded computer with a maximum planning time of
0.1 s. In contrast, the information-based planning strategies
(i.e., Rényi and Shannon) require excessive computational
power resulting in prohibitively high planning times, which
prevents them from being implementing directly on a low
power embedded compute module such as the Raspberry Pi.

VI. FIELD EXPERIMENTS

We conducted six autonomous missions and other exper-
iments designed to test the components of our proposed
system. Notably, our experiments were based on the guide-
lines from CASA (Civil Aviation Safety Authority, Australia)
and our university concerning the conduct of UAV research.
Given the requirement of operating in autonomous manners,
our flight zone, as well as the experiment’s scope, is confined
within university-owned property allocated for UAV trials.
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Fig. 4: Planning time of different strategies on a Raspberry
Pi 3 Model A+.

A. Experimental settings
We consider an example scenario of localizing four sta-

tionary VHF radio tags with frequencies ranging from 150−
152 MHz in an area of 75 m × 300 m to demonstrate our
system performance and capability. In this field trial, our
goal is to demonstrate the effectiveness of the void proba-
bility formulation using the minimum radius rmin = 15 m
compared to the control action w/o void (by setting rmin =
0.001 m) with a fully autonomous aerial robot. Although our
approach is formulated and implemented to track and locate
mobile objects, to ensure the reproducibility of both planning
methods, we use stationary radio-tags instead of mobile tags.
For the tracking task, we set σmin = 15 m to confirm the
localization of an object.

We set the UAV to a fixed altitude of 30 m (AGL)
throughout the whole experiment and subsequently switch to
the tracking and planning algorithm onboard the UAV that
follows Alg.1–LAVAPilot. After finishing the localization
tasks, the UAV’s altitude was increased to 80 m (AGL)
to minimize potential disturbances to the hypothetically
localized radio-tagged wildlife before flying in a straight path
back to its home position (as shown in Fig. 5). We conduct
six fully autonomous flights, including four flights w void
(rmin = 15 m) and two flights w/o void (rmin = 0.001 m).

B. Results
Fig. 5 depicts the UAV trajectories in two different

scenarios: localize objects w void (Fig. 5a) and w/o void
(Fig. 5b). We can see that the UAV trajectory (green path)
w void navigates the UAV around the radio-tags of interest.
In contrast, results in trajectory planning w/o void plot a
path through the object distributions to track and localize
the objects without maintaining a safe distance. The field
experiments confirm the simulation results—our proposed
trajectory planning algorithm for tracking prevents the UAV
approach to the objects of interest whilst achieving its
objective autonomously.

Fig. 6 depicts the estimated uncertainty for each object
over time for both planning methods. The results show that
there are differences in the estimated uncertainty among
radio-tags; however, over time, the planning strategy effec-
tively maneuvers the UAV to localize the radio-tags. In par-
ticular, radio-tag 2 shows the highest uncertainty fluctuations
over time. One explanation for this case is that, in practice,
the transmitted power of each radio tag is different while we
assumed the same transmitted power for each radio-tag. This
added uncertainty causes apparent estimation errors.
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Fig. 5: Field trial missions to localize four stationary tags.
Stationary tags are used to ensure a fair comparison between
w void and w/o void strategies.
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Fig. 6: The estimation uncertainty σ(x) for each radio-tag
object for the mission in Fig. 5. We can see LAVApilot
shifting to the next object as each object is localized (meeting
the threshold). Notably, even after localization, we continue
to track all the visible objects.

TABLE III: Localization performance over six field missions
to locate four VHF radio-tags with and w/o void awareness.

RMS (m) Flight
Time (s)Tag 1 Tag 2 Tag 3 Tag 4 Mean

Mission 1

Void

31.4 24.5 5.1 19.5 20.1 189
Mission 2 41.0 35.0 18.6 25.7 30.1 150
Mission 3 11.1 2.7 8.9 5.2 7.0 200
Mission 4 14.3 10.8 3.4 6.4 8.7 176
Mission 5 w/o

Void
21.4 15.0 16.2 10.0 15.7 164

Mission 6 23.3 20.6 16.5 24.1 21.1 213

Table III presents a quantitative summary of the localiza-
tion results in terms of Root Mean Square (RMS) and total
flight times. The results show that our tracking algorithm
can localize four radio-tags accurately, and there is no
significant localization accuracy difference between the two
investigated planning methods. Hence, the results confirm
the effectiveness of our proposed algorithm w void where
the UAV is still able to effectively and accurately localized
all objects of interest without approaching them.



VII. CONCLUSIONS

We have demonstrated the first fully autonomous aerial
system capable of real-time planning for tracking with situ-
ational awareness to maintain a safe distance from the UAV
to the objects of interest. We formulated a new task-based
planning method incorporating a void probability functional
with low computational demand. Our field experiments con-
firm the effectiveness of our proposed autonomous aerial
robot system for the tracking task. Future work can focus on
using other filtering algorithms (e.g., Box-particle filter [40])
to improve tracking accuracy and computational time.
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