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SiamAPN++: Siamese Attentional Aggregation Network for Real-Time
UAYV Tracking

Ziang Cao', Changhong Fu?*, Junjie Ye?, Bowen Li?, and Yiming Li3

Abstract— Recently, the Siamese-based method has stood out
from multitudinous tracking methods owing to its state-of-the-
art (SOTA) performance. Nevertheless, due to various special
challenges in UAV tracking, e.g., severe occlusion and fast
motion, most existing Siamese-based trackers hardly combine
superior performance with high efficiency. To this concern, in
this paper, a novel attentional Siamese tracker (SiamAPN++)
is proposed for real-time UAV tracking. By virtue of the
attention mechanism, we conduct a special attentional aggre-
gation network (AAN) consisting of self~AAN and cross-AAN
for raising the representation ability of features eventually.
The former AAN aggregates and models the self-semantic
interdependencies of the single feature map via spatial and
channel dimensions. The latter aims to aggregate the cross-
interdependencies of two different semantic features including
the location information of anchors. In addition, the anchor
proposal network based on dual features is proposed to raise its
robustness of tracking objects with various scales. Experiments
on two well-known authoritative benchmarks are conducted,
where SiamAPN++ outperforms its baseline SiamAPN and
other SOTA trackers. Besides, real-world tests onboard a typical
embedded platform demonstrate that SiamAPN++ achieves
promising tracking results with real-time speed.

I. INTRODUCTION

Visual object tracking is a fundamental and challenging
task, whose purpose is to track the indicated object frame
by frame. By virtue of the powerful flexibility of unmanned
aerial vehicles (UAVs), UAV tracking has drawn considerable
attention in many fields such as aerial cinematography [1],
path planning [2], and self-localization [3]. Despite great
efforts, designing an efficient, accurate, and robust tracker
for UAV remains an extremely challenging task. On the one
hand, the limited computational resource on the embedded
platform hardly meets the requirement of existing robust
but computation-consuming methods. On the other hand, the
UAV tracking also suffers from various special challenges
brought by the mobile platform, e.g., fast motion, low
resolution, and severe occlusion.

Generally, there are two mainstream methods in the field
of UAV tracking, i.e., correlation filter (CF)-based method
and deep learning (DL)-based method. According to [4],
online CF-based trackers are widely adopted in UAV tracking
due to their low computational complexity [5], [6]. In spite
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Fig. 1. Comparison between the baseline tracker and the proposed tracker,
i.e., SiamAPN and SiamAPN++. The figures from the top to bottom are
workflow, tracking results, and center location error comparison. When
facing the constantly occluded object, the attentional aggregation network
(AAN) can emphasize and aggregate the effective information selectively,
avoiding interference of environment.

of high efficiency, the accuracy and robustness of CF-
based trackers fail to meet the requirement of practical
UAV tracking in complex scenes. Meantime, albeit the DL-
based methods have also achieved significant advancement in
tracking performance, the large computation cost limits their
practical application. Consequently, it is urgent to develop
an efficient DL-based structure to balance performance and
speed.

Among the DL-based trackers, the Siamese-based trackers
enjoy their superiority due to their high potential in object
tracking. The Siamese network structure is widely spread
by SiamFC [7]. It proposed a new tracking strategy, i.e.,
tracking by computing the similarity between template and
search patches. Then, the anchor-based method is proposed
in SiamRPN [8]. By introducing the region proposal network
(RPN), it can obtain accurate bounding boxes. Based on
RPN, further researches have been made to improve the
tracking performance [9]-[11]. Since those anchors are pre-
defined, the performance of anchor-based trackers is seri-
ously influenced by the hyper-parameters associated with an-
chors. To improve the generalization of trackers, the anchor-
free method is proposed, which generally predicts the offset
between ground truth and center point [12]-[14]. Although
the anchor-free method avoids the hyper-parameters, the phe-



nomenon of imbalanced samples is still not properly solved.
To solve this problem, a new anchor-free method is raised
by the anchor proposal network (APN) [15]. However, it is
not good enough to handle semantic information variation.

Meantime, the attention mechanism has also drawn much
attraction in object tracking [11], [16]. Unfortunately, the
relationship and interdependencies of different features are
generally neglected, impeding the robustness under vari-
ous conditions. Therefore, we propose a novel attentional
Siamese tracker namely SiamAPN++ for real-time UAV
tracking, mainly consisting of the attentional aggregation
network (AAN) and anchor proposal network based on dual
features (APN-DF) illustrated in Fig. 1. The AAN is divided
into two subnetworks, i.e., self-AAN and cross-AAN. The
former aims to model the self-semantic interdependencies
in a single feature map via spatial and channel dimensions
while the latter focuses on emphasizing the interdependent
channels of different feature maps adaptively. Besides, to
promote the robustness of tracking objects with various
scales, dual features are introduced in APN. By exploiting
the interdependencies of features from different levels, APN-
DF can generate more appropriate anchors than before.
Real-world tests onboard the embedded platform shown in
Fig. 1 strongly prove the superior accuracy and robust-
ness of SiamAPN-++ while keeping a comparable speed to
SiamAPN.

The main contributions of this work can be summarized
as follows:

e« A novel AAN is introduced to aggregate the self-
semantic interdependencies of the single feature map via
two mechanisms and the cross-interdependencies from
different feature maps adaptively.

o The dual features are adopted in APN-DF, thereby
improving the anti-interference and robustness of the
proposed anchors when facing severe scale variation.

« Extensive evaluations on two challenging UAV track-
ing benchmarks prove the superior performance of
SiamAPN++ especially in fast motion, low resolution,
and severe occlusion. In addition, real-world tests con-
ducted onboard an embedded platform strongly demon-
strate impressive practicability and performance of our
tracker with real-time speed.

II. RELATED WORKS

Previously, CF-based trackers have attracted much atten-
tion since MOSSE [17]. Depending on the high efficiency
and expansibility, CF-based trackers can be deployed directly
on UAVs. There is no doubt that the CF-based approaches
promoted the development of UAV tracking with satisfying
speed [6], [18]. However, the online tracking strategy hin-
ders inevitably the structure of trackers, hardly maintaining
satisfying tracking performance in practical conditions.

The Siamese-based network also shows its huge potential
in the domain of object tracking. SINT [19] firstly view
the tracking task as matching the patch problem. Since the
appearance of SiamFC [7], the advantage of the Siamese net-
work has been obvious. It aims to measure the similarity be-

tween template and search patches by employing a fully con-
volutional neural network. Then, SiamRPN [20] introduced
the RPN into the Siamese framework, dividing the tracking
task into classification and regression. DaSiamRPN [10] pro-
poses a novel training method, further improving the tracking
performance. Moreover, SiamRPN++ [9] makes it possible to
utilize deeper networks as backbone. Despite obtaining state-
of-the-art (SOTA) performance, those anchor-based trackers
above suffer from hyper-parameters and imbalanced samples.
In order to eliminate these problems, anchor-free trackers
are proposed, e.g., SiamFC++ [12] and SiamCAR [13]. By
redesigning the regression, the generalization of the trackers
is raised. However, the influence caused by imbalanced
samples is still existing. SiamAPN [21] brings a novel
approach to handle the two problems at the same time, i.e.,
proposing adaptive anchors. It increases the proportion of
positive samples while adopting the no-prior structure of
APN.

In recent, much attention has been paid to the attention
mechanism in many fields. For capturing long-range de-
pendencies, the non-local block is proposed in [22]. Then,
DANet [23] develops the self-attention mechanism to address
the scene segmentation task. In visual tracking, RASNet [16]
adopts three attention branches to adapt the model without
updating the model online in visual tracking. SiamAttn [11]
also exploits the attention mechanism module for providing
an implicit manner to update the template. Besides, ECA-
Net [24] proposes an efficient channel attention method
for the deep convolutional neural network. However, those
methods mentioned above merely focus on self-attention or
the relationship between template and searches, neglecting
the cross-interdependence between different level features.

In this work, the cross-AAN is proposed for exploring the
potential of the cross-semantic interdependencies contained
in different level features. Plus the self-interdependencies of
the single feature map, the AAN can raise the representa-
tion ability of features effectively for handling the special
challenges in UAV tracking. Besides, the APN based on
dual feature structure is reconstructed for raising the anti-
interference and robustness of proposing anchors and provide
the reliable internal feature for AAN.

III. METHODOLOGY
A. Revisit SiamAPN

In this section, our baseline is revisited in brief, consisting
of four subnetworks, i.e., feature extraction network, APN,
feature fusion network, and classification&regression net-
work. Different from pre-defined anchors, the APN adopts a
single feature map to generate adaptive anchors, avoiding the
hyper-parameters associated with those pre-defined anchors.
Besides, it also decreases the number of negative samples,
alleviating the phenomenon of imbalanced samples.

Although SiamAPN has achieved competitive perfor-
mance, it remains two shortcomings: a) the performance is
influenced easily by complex semantic information variation.
b) the original APN hardly maintains satisfying robustness
when facing objects with various scales.
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Fig. 2. The overview of the SiamAPN++ tracker. It composes of four subnetworks, i.e., feature extraction network (backbone), classification and regression
network, anchor proposal network-dual feature (APN-DF), and attentional aggregation network (AAN). (Best viewed in color version)

B. Proposed method

In this section, the proposed SiamAPN++ is introduced
in detail. As shown in Fig. 2, SiamAPN++ consists of four
subnetworks, i.e., the feature extraction network, APN-DF,
AAN, and classification&regression network.

1) Feature extraction network: For fulfilling the practical
deployment requirement, AlexNet [25] is chosen as the
backbone of the SiamAPN++ tracker. In our tracker, the
feature maps from the last two layers are utilized in the
tracking task. For clarification, the template image, search
image, and the output of the kth layer are denoted as Z, X,
and g (-) respectively.

2) APN-DF: For the sake of boosting the robustness of
the proposed anchors, the dual features from the feature
extraction network are adopted to handling objects with
different scales. Generally, the high-level features are con-
centrate on semantic features which are good for classifying
while the low-level ones focus on detailed features which
are helpful for accurately distinguishing objects. Therefore,
we design a new APN structure to discover the internal
relationship between the two different feature maps. In
this way, we combine the dual features while avoiding the
extra computation brought by separately calculating for each
feature map.

Specifically, the ¢4(X) and p4(Z) is used to produce the
similarity map as:

Ry = F(pa(X) x p4(Z)) , (1

where the * represents the depth-wise cross-correlation layer
introduced in [9] and F denotes the convolutional operation
for decreasing the number of channels. Additionally, the
similarity of the fifth layer is acquired as:

Rs = F(p5(X)) * F(p5(Z)) - (2)
Then, the feature maps Ry € R *W can be formu-

lated as:

Ra = Rs+71 % FFN(GAP(R4)) * Rs

+72 * F(Cat(R4,Rs)) , ®)

where i, k= {1,2}, GAP, and Cat represent the learning
weights, global average pooling, and channel-wise concate-
nation respectively. After obtaining the R4, the anchors can
be obtained through two convolutional operations.

Remark 1: Since the dual feature structure exploits and
integrates the preponderance of different level features, the
robustness and anti-interference ability under scale variation
are raised. Besides, it can also provide comprehensive posi-
tion information for AAN.

3) AAN: AAN consists of self-AAN and cross-AAN,
designing for effectively improving the representation ability
of feature maps via adaptively enhancing self-semantic inter-
dependencies and aggregating the cross-interdependencies.
Self-AAN: The self-AAN aims to enhance the self-semantic
information of the single feature map via spatial and channel
attention. The spatial attention is inspired by [23]. To explore
different semantic information, we use different convolution
layer to calculate R'5 as follow:

R'5 = F(ws5(X)) x F(ps(Z)) . 4)

Then, by operating three different convolution layers,
three new feature maps can be generated denoted as
{R9,R¥ RV} € RO*HXW By reshaping R? and RX to
REXHXW) " cooperating matrix multiplication, and softmax
layer, the spatial attention map R?® € R xW)x(HxW)
can be calculated. Therefore, the output of spatial attention
R® € REXHXW can be obtained as:

R* =R xR"+R's , &)

where <3 is a learning weight and x denotes the matrix
multiplication.

For exploiting the interdependencies between channels
and improve the representation ability of features, we also
build the channel-attention branch. To obtain exhaustive
channel enhancement, global max-pooling (GMP) and GAP
are adopted before FFN. Besides, the channel attention
FFN is share-weight to explore the interdependencies among
channels more effectively. Therefore, the calculation process
of R, € REXHXW g ag follows:
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Fig. 3. Visualization of the AAN output feature maps in the real-world
test. It shows that AAN indeed provides effective and robust feature maps
for tracking occluded objects accurately.

w = FFN(GAP(R®)) + FFN(GMP(R?))
R. = R® + v4Sigmoid(w) * R® |

where 74 is a learning weight and * denotes the channel-wise
multiplication.
Remark 2: By building the spatial and channel attention,
the self-AAN can aggregate and model the self-semantic
interdependencies of the single feature map. Therefore, it can
provide stable and robust self-attentional features for cross-
AAN.
Cross-AAN: Since the anchors are generated adaptively,
semantic information about anchors is necessary for
SiamAPN++ to locate the anchors before predicting. There-
fore, the location information of anchors is quite significant
for classification and regression performance. To aggregate
the cross-interdependencies between two different features
and integrate the location information of anchors, cross-AAN
is introduced.

There are two cross paths in cross-AAN. One path applies
a feedforward neural network (FFN) structure to generate a
corresponding weight for each channel of R, aggregating
the interdependencies among channels explicitly. Besides,
before the FFN, GAP is cooperated to compress the feature to
vector. The other path aims to emphasize the interdependent
channels of Ry and R, implicitly via element-wise concate-

(6)

nation. Therefore, the final feature maps R € RE*#*W can
be computed as:
R = R.+75 * FEFN(GAP(R4)) * Re o

+76*]:<C&t<RAaRC>) )

where i, k = {5, 6} are also learning weights to adaptively
maintain the balance between the different branches.
Remark 3: By virtue of cross-ANN, the cross-
interdependencies between R and R, are aggregated.
Figure 3 clearly shows that AAN adaptively highlights
the effective information from complex feature maps and
effectively weakens the interference factors caused by
occlusion. Eventually, based on the improved feature map,
the robustness and accuracy of SiamAPN++ are raised.

4) Classification and regression network: The classifi-
cation and regression network apply a similar structure
compared with the baseline, i.e., SiamAPN. The multi-
classification structure is also adopted. The first branch aims
to classify the anchors with a high intersection over union
(IoU) score. The second branch concentrates on selecting
the points on the feature map that fall in ground truth areas.
The last branch considers the center distance between each
point and ground truth center point inspired by [13]. w;, w2,
and wg are introduced for balancing different branches. For
improving the performance of convergence, the loss function
of regression is redesigned as:

Lious = —(1 — ious) * (o — ious) x log(ious) , (8)

where « is a hyper-parameter, reflecting the tendentiousness
to positive and negative samples while tous represents the
IoU score between the proposed anchors and ground truth
bounding box. « is set in the range of 1 to 2. It aims
to increase gradient at high loss position to accelerate the
convergence process, and decrease gradient at low loss
position to raise the convergence accuracy. In this way, the
model obtains accurate and robust convergence results faster
(epoch=25) compared with the baseline (epoch=37).

IV. EVALUATIONS

In this section, SiamAPN++ is comprehensively evalu-
ated on two well-known authoritative UAV tracking bench-
marks, i.e., UAV20L [26] and UAV123@10fps [26]. Other
14 SOTA trackers are also included in the evaluation,
i.e., SiamAPN (baseline) [15], SiamRPN++ [9], DaSi-
amRPN [10], SiamFC++ [12], SiamFC [7], UDT [27],
UDT+ [27], TADT [28], DSiam [29], CoKCF [30], CF2 [31],
CFNet [32], ECO [33], and KCC [34].

Remark 4: To better compare the performance of different
tracking strategies, all Siamese-based trackers adopt the same
backbone, i.e., AlexNet [25] pre-trained on ImageNet [35].

A. Implementation details

In the training process, the last three layers of the back-
bone are fine-tuned with a learning rate of 5x10~% at
first. The whole tracker are trained on the images extracted
from COCO [36], ImageNet VID [35], GOT-10K [37] and
Youtube-BB [38]. The stochastic gradient descent (SGD)
with a minibatch of 220 pairs is applied. Besides, the
momentum is set to 0.9 and weight decay is set to 107%.
Following the baseline, the input size of the template image
and search image are set to 3 x 127 x 127 pixels and 3 X
287 x 287 pixels. The tracking code is available at https:
//github.com/visiondrobotics/SiamAPN.

The training process of the proposed method SiamAPN++
is implemented in Python using Pytorch on a PC with an Intel
i9-9920X CPU, a 32GB RAM, and two NVIDIA TITAN
RTX GPUs. For testing the feasibility and performance of
SiamAPN++ on UAV tracking, an NVIDIA Jetson AGX
Xavier is adopted as the real-world tests platform. Real-world
tests validate the accuracy and robustness of SiamAPN++
with a speed of around 35 frames per second (FPS) without
TensorRT acceleration.
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Fig. 4. Overall performance of all trackers on (a) UAV20L, (b)
UAV123@10fps. The overall results illustrate that SiamAPN++ achieves
superior performance against other SOTA trackers.
TABLE I

AVERAGE ATTRIBUTE-BASED EVALUATION OF THE SIAMAPN++ AND

OTHER 14 SOTA TRACKERS ON TWO BENCHMARKS. THE BEST THREE
PERFORMANCES ARE RESPECTIVELY HIGHLIGHTED WITH RED, GREEN,

AND BLUE COLOR.

CM FM FOC POC N%
Trackers Prec.  Succ. Prec. Succ. Prec. Succ. Prec. Succ. Prec.  Succ.
ECO 0.630 0457 0542 0344 0457 0.254 0598 0427 0.621 0453
SiamFC 0.626 0.432 0.529 0319 0487 0.264 0577 0.385 0.614 0416
UDT 0512 0375 0470 0303 0413 0226 0493 0350 0513 0.375
UDT+ 0.598 0424 0521 0322 0469 0259 0581 0403 0599 0418
CF2 0.519 0374 0384 0246 0431 0233 0499 0346 0.507 0.364
CFNet 0.533 0382 0435 0.244 0407 0.214 0527 0365 0.542 0.386
CoKCF 0.525 0329 0414 0210 0418 0.205 0512 0309 0520 0.311
DSiam 0.613 0404 0536 0309 0.547 0301 0579 0371 0.585 0.387
TADT 0.638 0474 0597 0386 0486 0281 0.612 0444 0.618 0.461
KCC 0458 0320 0348 0206 0.339 0.172 0457 0.300 0467 0.320
DaSiamRPN  0.667 0.470 0.571 0365 0.505 0274 0.625 0427 0.656 0.459
SiamFC++ 0.709 0.544 0.622 0.454 0.469 0.292 0.669 0.497 0.700 0.540
SiamRPN++  0.706  0.530 0.624 0.442 0475 0.284 0.655 0.480 0.691 0.521
SiamAPN 0721 0.537 0.710 0493 0.520 0.308 0.680 0.493 0.715 0.537
SiamAPN++ 0.742  0.564 0.711 0.507 0.577 0358 0.702 0.519 0.729 0.554

B. Evaluation metrics

The one-pass evaluation (OPE) metrics [39] are adopted,
i.e., precision and success rate. Specifically, the success rate
is measured by the IoU score. Besides, the success plot
reflects the percentage of the frames whose IoU score is
beyond a pre-defined threshold and the area under the curve
(AUC) of success plot is used to rank all the trackers. The
precision plot shows the percentage of frames whose center
location error (CLE) between the estimated bounding box
and ground truth is smaller than thresholds. Note that the
score at 20 pixels is utilized for ranking.

C. Evaluation on UAV benchmarks

1) Overall performance: The proposed method achieves
an impressive improvement compared with other SOTA
trackers on two well-known benchmarks.

UAV20L: UAV20L [26] contains 20 long-term sequences
whose maximum sequence contains 5527 frames with an
average of 2934 frames per sequence. Therefore, UAV20L is
adopted for evaluating long-term tracking performance. As
illustrated in Fig. 4a, Siam APN++ outperforms other trackers
with an improvement of 2.0% on precision and 4.0% on

TABLE II
PRECISION COMPARISON OF OUR TRACKER WITH DIFFERENT
COMPONENTS ON UAV20L. NOTE THAT ARC REPRESENTS THE ASPECT
RATIO CHANGE AND OC INCLUDES FULL OCCLUSION AS WELL AS
PARTIAL OCCLUSION.

Structure Overall SV ARC CM OC
Baseline 0.721 0.707 0.652 0.707 0.617
Baseline+APN-DF 0.727 0.715 0.662 0.713 0.649
Baseline+APN-DF+self-AAN  0.730 0.716 0.663 0.716 0.647
Baseline+APN-DF+AAN 0.736  0.722 0.670 0.722 0.651

0.735 1
S 0725+ 1
'!705 0.715¢ 1
‘8 0705 8
§ 0.695 - 8

0.685 - J

0.675 I I I I I I I I I I I

0.

© 0560
® 0,550

0.540
§ 0530
3 0520

0510 I I I I I I I I I I I
0. 0.9 1 11 12 13 14 15 16 17

Y1

Fig. 5. Key parameter analysis of w1 on UAV20L. When the w1 = 1.2,
SiamAPN++ achieves the best overall performance, which is adopted in all
experiments

AUC score, compared with the second-best tracker.

UAV123@10fps: UAV123@10fps [26] contains 123 se-
quences with a frame rate of 10 FPS. Since the frame interval
becomes larger than 30 FPS, the movement and variation
of the object become more drastic, bringing difficulties to
the tracking task. Therefore, UAV123@ 10fps [26] is chosen
to comprehensively evaluate the robustness of the tracker
under severe variation. Overall performance shown in Fig. 4b
proves the superior robustness and accuracy of SiamAPN++
in precision (0.764) and AUC score (0.580).

2) Attribute-based performance: To analyze the robust-
ness of SiamAPN++ under various challenges, the average

=——SiamAPN++

—— SiamAPN SiamRPN++ ~—— DaSiamRPN === SiamFC++

Fig. 6. Screenshots of person7_2, carll from UAV123@10fps, and
personl9 from UAV20L. The tracking videos can be found here: https:
//youtu.be/okS289p3pCQ.
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Fig. 7. Real-world tests in terms of CLE onboard the embedded platform.
The tracking objects from the top to bottom are building, car, and duck.
Besides, the tracking results and ground truth are marked with red and
oreen boxes. The CLE score below the green dotted line is considered as
the effective tracking result.

attribute-based evaluation results on two UAV benchmarks
are shown in TABLE I. Five most common attributes in UAV
tracking challenges are analyzed, i.e., camera motion (CM),
fast motion (FM), full occlusion (FOC), partial occlusion
(POC), and scale variation (SV). Attributing to the AAN
and dual feature structure, SiamAPN++ achieves impressive
performance in the CM scenarios with a 5.0% promotion
on AUC score. Besides, our tracker surpasses the baseline in
terms of FM. Meantime, in the FOC conditions, SiamAPN++
exceeds the second-best tracker with a huge improvement of
5.5% in precision and 16.2% in AUC score.

3) Ablation study: To demonstrate the effectiveness of the
APN-DF and AAN, the precision of SiamAPN++ with dif-
ferent components and the baseline SiamAPN on UAV20L is
listed in TABLE II. With the internal relationship introduced
by the APN-DF, the tracker has surpassed the baseline. Be-
sides, it indeed promotes performance when tracking objects
with various scales. Furthermore, attributing to the AAN, the
self-interdependencies from the single feature map and the
cross-interdependencies are aggregated, further improving
the accuracy of SiamAPN++.

4) Key parameter analysis: Since the first classification
branch, i.e., wy, directly reflects the classification tenden-
tiousness to anchors, wi has important influence in tracking
performance. Obviously, too large w; will influence the
effectiveness of other branches, while too small w; will
impede the promotion introduced by anchor information on
classification. Therefore, to evaluate the influence of wq, wq
is set to different values for further research. It is set from
0.5 and increases in a small step of 0.1. As presented in

Fig. 5, the AUC and precision of SiamAPN++ achieve best
performance when w; = 1.2. Please note that w; is set to
1.2 during the evaluation above and the real-world tests.

5) Qualitative Evaluation: Some qualitative comparisons
are shown in Fig. 6. The main challenges of these sequences
include SV, ARC, FM, POC, CM, and out-of-view. By the
combination of APN-DF and AAN, SiamAPN++ achieves
superior tracking performance eventually.

V. REAL-WORLD TESTS

To verify the feasibility of the proposed tracker, real-world
tests are conducted onboard the embedded platform. Four
real-world tests are presented in Fig. 7 and Fig. 1 includes
car, building, and duck. The main challenges in the first test
illustrated in Fig. 7 are severe CM, POC, and similar objects.
Although there are some errors due to the blurring caused by
severe CM, SiamAPN++ can determine the location of the
object again and achieve impressive long-term tracking per-
formance. By aggregating self- and cross-interdependencies
of feature maps, SiamAPN++ can handle the low resolution
(LR), SV, ARC challenges effectively, thereby tracking the
car accurately and robustly in the second scene. Meantime,
benefiting from the location information of anchors, the
robustness of SiamAPN++ is also improved. Based on it,
the AAN can explore the effective interdependencies be-
tween feature maps, thereby achieving impressive tracking
performance in the third test. Additionally, the test illustrated
in Fig. 1 mainly focuses on the occluded object, validating
the effectiveness of the combination of AAN and APN-DF
when facing severe occlusion. During the real-world tests,
our tracker maintains robust and accurate performance with
an average speed of 34.9 FPS. In a word, the real-world tests
strongly prove the impressive performance of SiamAPN++
under various challenges with a promising speed in UAV
tracking scenarios.

VI. CONCLUSION

In this work, a novel attentional Siamese-based tracker
is introduced for fulfilling the performance and feasibility
requirement of real-time UAV tracking. The self-AAN is pro-
posed for aggregating the self-interdependencies of the single
feature. Besides, to aggregate the cross-interdependencies
between two different feature maps, we also propose the
cross-AAN. In addition, the new dual feature structure also
integrates different feature maps effectively. Exhaustive eval-
uations validate the effectiveness of our method. Meantime,
real-world tests strongly verify the practicability of our
tracker. Consequently, we believe that our work can boost
the development of UAV tracking-related applications.
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