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Abstract—1In robotic laser surgery, shape prediction of an
one-shot ablation cavity is an important problem for minimizing
errant overcutting of healthy tissue during the course of
pathological tissue resection and precise tumor removal. Since
it is difficult to physically model the laser-tissue interaction
due to the variety of optical tissue properties, complicated
process of heat transfer, and uncertainty about the chemical
reaction, we propose a 3D cavity prediction model based on an
entirely data-driven method without any assumptions of laser
settings and tissue properties. Based on the cavity prediction
model, we formulate a novel robotic laser planning problem to
determine the optimal laser incident configuration, which aims
to create a cavity that aligns with the surface target (e.g. tumor,
pathological tissue).

To solve the one-shot ablation cavity prediction problem, we
model the 3D geometric relation between the tissue surface
and the laser energy profile as a non-linear regression problem
that can be represented by a single-layer perceptron (SLP)
network. The SLP network is encoded in a novel kinematic
model to predict the shape of the post-ablation cavity with an
arbitrary laser input. To estimate the SLP network parameters,
we formulate a dataset of one-shot laser-phantom cavities
reconstructed by the optical coherence tomography (OCT)
B-scan images for the data-driven modelling. To verify the
method. The learned cavity prediction model is applied to
solve a simplified robotic laser planning problem modelled as
a surface alignment error minimization problem. The initial
results report (91.1 £ 3.0)% 3D-cavity-Intersection-over-Union
(3D-cavity-IoU) for the 3D cavity prediction and an average
of 97.9% success rate for the simulated surface alignment
experiments.

I. INTRODUCTION

Robotic laser systems have been used to provide accurate
and rapid control of surgical laser-scalpels in various medical
applications such as eye surgery [1], neurosurgery [2], [3]
and dermatology [4]. A laser incident configuration can
be described by a 6-degree-of-freedom (dof) model which
encodes the 3-dof laser ablation incident center and the 3-
dof laser orientation vector [5]. Different laser configurations
can create various tissue ablation cavities with unique shapes.
An incorrect laser configuration can cause over-irradiation of
healthy tissue that should not be ablated, and thus simulating
the shape of the cavity before the actual laser ablation is
a necessary step for ensuring a safe, controlled resection
of only the target pathological tissue. This brings the need
to formulate a cavity prediction model from a given laser
incident configuration.

Additionally, the cavity prediction model can be applied
in solving the robotic laser surgical planning problem. This
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Fig. 1: One-shot laser cavity prediction on a 3D surface. The
laser-tissue cavity is generated from a unique robotic laser
configuration (ablation center and incident orientation). (a):
an example of a volumetric point cloud with a superficial
surface cavity. (b): a 3D volume from the OCT B-scan
images. (c): a B-scan image of a labelled 2D-cavity.

problem aims to determine an optimal laser incident config-
uration to create an ablation cavity aligned with the surface
target, such as tumor, pathological tissue boundary (Fig. [Th).
Before the actual laser ablation, the superficial layer of the
tissue can be extracted from the OCT B-scan images and a
3D intraoperative surface can be formulated based on post-
processing computer vision approaches [6]. It is important
to predict the shape of the post-ablation cavity to minimize
the over-cutting and under-cutting of the pathological tissue.
In summary, we address two research problems as:

1) Laser-tissue cavity prediction: How to develop a cavity
prediction model that can map a laser incident config-
uration to a predicted surface cavity?

2) Robotic laser surgical planning: Given a surface target,
how to determine an optimal laser incident configura-
tion to create an ablation cavity, such that the offset
between the two profiles can be minimized?

A. Data-driven Laser-tissue Cavity Prediction

Modelling the laser-tissue interaction as a dynamic system
is a difficult problem due to the heterogeneity of tissue mate-
rial and the complex physical mechanism [7], [8]. Therefore,
there is a need to use a data-driven method to directly learn
the geometric relation between the laser energy profile on the
surface and the corresponding deformation. The data-driven
method has the benefit of encoding the physical mechanism
into a model with parameters learned by the data directly,
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Fig. 2: Laser-tissue geometric configurations showing: (a) the laser energy profile and the resulted output layout of the
surface, (b) the depth-of-cut between the pre- and post- surfaces, and the equality constraint of the incident center denoted
as a planar surface, (c) the laser incident plane with the laser origin p®, the incident vector v° and the ablation center p©,
and (d) two predicted cavities from difference laser incident configurations and the two point correspondences (same index).

which has been widely applied in the field of physics-inspired
robot learning [9].

The conventional methods for laser tissue photoablation
modelling follow the Beer-Lambert Law [10] to predict the
ablation depth of cut [2]. However, this model requires the
prior knowledge of the tissue absorption coefficient (i), the
incident laser intensity (®(), and the tissue ablation enthalpy
(®4n) [11], [12]. In most medical applications, the tissue
properties can not be easily determined and the laser setting
can be varied depending on the particular use. There is a
need to develop a method to automatically fine-tuned with
the unique tissue-laser properties. Another method to model
the laser-tissue interaction follows the Monte Carlo method
[13] to simulate the absorption and scattering of the light
propagation in tissue. However, this method cannot be di-
rectly applied to modelling the surface profile in 3D without
accurate knowledge of the tissue optical properties and is
computationally prohibitive for real-time implementation.

The recent development with data-driven methods opens
new research directions for solving the laser-tissue cavity
modelling problem. The shape of the resulting ablation crater
is generally assumed to be similar to the Gaussian beam
profile since the depth-of-cut is related to the strength of
energy delivered to the target [7], [12], [14]. Therefore, the
3D geometric laser-tissue interaction can also be described
by the symmetric Gaussian function to mimic the Gaussian-
beam profile property. The parameters of these functions can
be learned through the 3D cavity data collected by high-
resolution scanners such as confocal microscopy [8], [15]
and computed tomography (CT) [16]. However, there is a
limitation on using a symmetric Gaussian function to model
the laser-tissue cavity since the actual ablation craters do not
usually follow the perfect assumption of Gaussian profiles.
In addition, these studies have not discussed the problem of
laser surgical planning and the application of controlling the
ablated profiles for robotic laser surgery.

B. Robotic Laser Surgical Planning

An incorrect laser incident configuration can create an
ablation cavity that is not aligned with the surface target,
e.g. volumetric tumor resection. The development of an

optimal laser planner not only can help with the precise
tumor resection but also minimize the probability of over-
cutting the healthy tissue [17]. The robotic laser planning
can be modelled as a surface alignment problem, i.e. the
minimization of the offset between the predicted cavity
and the surface target. The surface targets can mimic the
shapes of tumor boundaries and pathological tissue. The
optimal laser planning can show applications of precise tissue
removal and improving the automated robotic laser surgery.
Main Contributions: The two research contributions are:
1) The development of a laser-and-tissue agnostic data-
driven method to predict the shape of a 3D cavity from
a given robotic laser configuration.
2) Applying the proposed cavity prediction model to solve
a simplified robotic laser planning problem.

II. METHODS

This section discusses the data-driven method of the laser-
tissue cavity prediction modelled as a kinematic system, and
the formulation of the optimal robotic laser planning problem
using the cavity prediction model.

A. Data-driven Laser-tissue Kinematics

Kinematics normally refers to the relation between the
robot configuration (system variables) and the output layout,
e.g. position and orientation of end-effector of a robot arm
[18]. In this study, we re-define the laser-tissue interaction as
a kinematic model to map a given laser incident configuration
to an “output profile” of the one-shot laser ablation cavity.
Each pre-ablation surface point can be assigned with a depth-
of-cut towards the laser incident vector and center, and the
added deformation can be concatenated to formulate the post-
ablation cavity, as shown in Fig. 2h. Therefore, the laser-
tissue interaction can be considered as a “robot system” and
we define the forward and inverse kinematics as:

o Forward kinematics (FK): Given a laser incident angle
v¢ € R? and a laser ablation center p¢ € R3, a query
point at the pre-ablation surface can be uniquely mapped
to a new position q* € R? (q’ corresponds with p?) via
the ablation process. The summation of q° formulates
the ablation cavity.



 Inverse Kinematics (IK): Given a target position p* €
R3, calculate the optimal laser orientation v¢ and abla-
tion center p¢ such that the new position q’ can have
minimal distance to p*.

We define a tissue surface before laser ablation as the “pre-
ablation surface” {p? }2Z,, pi € R3 and the one after cutting
as “post-ablation surface” {q}f},lc\/[: 1,4k € R? (the index k
refers to k-th (arbitrary) point of a surface and 7 refers to a
symbol of a surface point), as shown in Fig. Pb. It is noted
that {p% }2 | and {q} }?~, have the same number of points.
Each pair of p, and g}, formulates a unique correspondence.
Forward kinematics: For a pre-ablation surface point p}:

q;,(v%, P, Py) = P, + dj. () * v° (1)
Where di(-) € R is the depth of cut of p} from the pre-
ablation surface, along the incident orientation v°. It shows
how much tissue can be removed from the v°. The q, is the
resulting position coordinate updated from p.

To determine the depth of cut of pj, we use the property of

the laser Gaussian beam profile where the point closer to the
ablation center shows greater depth-of-cut while the farther
point shows less value [11], [12]. We define a “distance-
to-laser-center” st € R as a metric to measure the offset
towards the laser origin and the coordinate projected from
a surface point to the laser incident plane, as depicted in
Fig. [2p and Fig. . The si can be calculated by projecting
a surface point to the laser incident plane with a unique laser
incident vector and origin (Fig. [2k). Therefore, the di, and s,
formulate a unique end-to-end correspondence and we can
use a function to model this relation.
Single layer perceptron (SLP) for data-driven modelling:
A SLP was used to model the one-to-one mapping between
di and si. Our prior works have used the symmetric
gaussian-based model to describe the relation between the
laser energy and surface geometry [14]. However, the sym-
metric Gaussian-based model has only two parameters and
cannot be generalized to a more complicated model for data
fitting. Another option is to use other non-linear regression
functions, such as polynomial functions and mixture of
gaussian functions. However, these approaches require some
specified definitions, such as the order of the polynomial
function. Thus, we used a single-layer perceptron (SLP)
model with four parameters (the single hidden layer and the
output layer contain two parameters for the weights and the
bias) as a regression function for the model fitting. SLP is
one of the multilayer perceptron (MLP) networks with only
one hidden layer. It is noted that SLP model has the benefit
of minimizing the possibility of model over-fitting which is
common in MLP models when used to fit simple data. With
different laser-tissue models, the SLP model parameters can
be automatically adjusted for the given datasets. Specifically,
we have the SLP model:

di (1) = fsrp(st) )
Where fsrp : R — R denotes the SLP as depicted in Fig.

SLP model encoded in kinematics: Estimating the param-
eters of fgr p can be considered as a 1D regression problem
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Fig. 3: Single-layer perceptron (SLP) model configuration.
There are four parameters with SLP for data fitting: w; and
wy are the weights. b; and b, are the bias. The 7, and 7, are
the pre- and post- transformations of the input-output data.

between the independent variable s} and the dependent
variable dz. To compute s};, we first define a reference
plane to describe the Gaussian beam profile as a point-vector
configuration (p°®,v®), which is referred as “laser incident
plane” (Fig. 2 and Fig. 2k). Firstly, we need to project the
laser ablation center p¢ to the laser origin p° at the laser
incident plane:

po = PC - Lref * v© (3)

where L.y = 1is an arbitrary constant value that is fixed. To
get s}, we need to know the distance between the projected
coordinate at the laser incident plane to the center of the
laser origin (Fig. ). Given a query point q,, the projected
coordinate p}"* can be calculated based on the laser-surface

reflection model [19]:
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Where the p;"® is the projected coordinate of the k-
th point at the pre-ablation surface, following the negative
direction of the laser orientation. The projected distance s,
is defined as the point-based distance between the projected

coordinate pimj and the laser origin p°:
- P°ll2 5

Where || -||2 refers to the L2-norm. In summary, Equation.
to Equation. [5] describe the FK model that can map a laser
incident configuration (p¢, v¢) and a pre-ablation point p¢,
to a new positioning output q,.

Model fitting for SLP: Based on Equation. |2, we need to
estimate the parameters of fsrp(-) in the kinematic model.
This is an 1D regression problem and can be formulated as:

si. = |lpy”

min £(0) = ZemUsr©sh) —d)? )
e N

where £(0) is the Mean-square-error (MSE) loss function.
We formulate a dataset of (si,d}) with a training-validation
ratio as 8 : 2. The validation dataset is used to select
the optimal epoch of the trained SLP model. We use the
MATLAB fitnet built-in function to implement the SLP
and the Levenberg-Marquardt optimization algorithm for the
solver [20]. The testing set is kept separated for verification
with a training-testing ratio as 6 : 4.
Inverse kinematics: We develop an optimization-based 1K
solver to determine the optimal laser ablation center p¢
and orientation vector v¢ that can minimize the point-based
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Fig. 4: Workflow of the cavity reconstruction: The OCT B-scan images (Image-IDs are selected as examples) are collected
and segmented with the superficial layers (high contrast between tissue and the air). A surface point cloud is post-processed
(e.g. outlier removal and smoothing by 3D interpolation) and the surface cavity region is segmented for analysis.

error to a target point. Given a target point q € R3, the
optimization cost function is:

min G, = o, (v, p%,d},) — ajll3
st. Ay [p¢ v  +Dby =0 @

Asp®+by <0, Asvi+b3<0

where Cj, € R denotes the cost function of the pair of q,
and qj, for the k-th index of a surface point. We define
Ay =10,0,—1,0,0,0] and by = « (« is an arbitrary value)
as the equality constraint to make the laser ablation center
moving within a fixed region. The equality constraint is
described by a reference plane parallel to the XY-plane with
a Z-value of «, as shown in Fig. E}) This has an actual
application where the robotic laser scalpel can deliver energy
on an arbitrary position at the tissue surface. Additionally,
the (A2, by) and (A3, bs) encode the inequality constraints
of the upper and lower limits for the ablation center and the
orientation vector. This can align with the actual scenario
where the robotic laser end-effector can have the geometric
constraints for manipulation.

Analytical gradients: To solve the IK problem in with
an efficient optimization solver, we provide the analytical
gradient % : R — R? with respect to the cost function. It
is noted that the x € R3 can be either p¢ or v€, and we
summarize the gradient as:

ac oc  odi, ove

_— = — ¢ () — 8

ox ~ aaq) ax ¥ TEDG) ®
where % =2x (q(v¢,p%qi) — q*). For the %}:
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gradient of SLP

where gi’; is a 3 x 1 gradient vector. The 8-(’;5% denotes the

derivative of the output with respect to the input in the SLP.
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For 5, we have_ G = 03§30j1fx =p° and G- = I3z if
dsy, opy”

x = v¢. The apiffnj and g’;( — can be calculated based on

Equation. ] and Equation. [5]

The SLP shows a good mathematical property as a dif-
ferentiable function to improve the optimization. With the
analytical gradients, the problem in (7) can be solved by the
MATLAB Interior point optimization solver [21].

B. Optimization-based Robotic Laser Planning Problem

Given an intraoperative measurement from a 3D sensor,
such as OCT, a user (i.e. surgeon) can select a target
region-of-interest (ROI) intraoperatively and create a surface
target, e.g. a tumor boundary and a tissue cutting ROI. A
robotic laser planner can calculate the optimal laser incident
configuration to create a simulated post-ablation cavity. This
predicted cavity can be applied in surgical planning for
fully-automated robotic laser surgery or helping surgeons in
evaluating the quality of the current one-shot laser ablation.

As the robotic laser planning problem is equivalent to the
minimization of the alignment offset between the predicted
cavity and the surface target, we can formulate the optimiza-
tion problem as least-squares of point-based errors between
the two surfaces:

M
grcllan F = ch(pcvvcap’lie?qikc)
' k=1 ; (10)
st. A [p® v°] +b;1=0
Asp° +by <0, Azvi+b3z <0

where F is the cost function with respect to p¢ and
v¢. The (A1,b1), (Ay,bs) and (Ags, bsz) are the same as
the formulation in (7). The Cj(-) refers to the same cost
function in the IK problem. The {pi}M , and {q}}}L,
formulate the pair correspondences between the predicted
cavity and the surface target. As a proof of concept, this
study assumes the point correspondences are given, which
is similar to the surface registration problem in [22]. The
same computational framework can be applied to solve more
generalized problems when the point-correspondences are
not given.

C. Dataset Collection and Processing for SLP

The core problem of the data-driven method is to estimate
the parameter of fgpp by giving the training data of the
distance-to-laser-center s, and the depth-of-cut d%. To create
a dataset with multiple cavities, we use the existing robotic
laser system [23], referred as “TumorCNC”, to create various
laser orientations and ablation centers on the phantom based
on a 10 Watt CO2 laser (Synrad Inc., W.A., United States).
Each laser incident configuration can generate a unique
surface cavity and this surface profile can be post-processed
to obtain a fixed number of data tuples (s%,d%).



1) Data collection workflow: As the proposed data-driven
method is laser-and-tissue agnostic, we collect the datasets
of three different phantom tissue properties and each with
three various energy models. The tissue property is defined
by adjusting the ratio of the agarose as 0.5%, 1.5%, and
2.5% over the total volume of 80 m! phantom, while keeping
the ratio of intralipid as 10% of the total phantom volume.
The design of phantom has been validated in our prior work
[24] for laser ablation. Each phantom tissue is associated
with three different energy models classified as 1) low: 25
J (joule) power 2) middle: 56 J and 3) high: 95 J, by
keeping the laser setting fixed for each ablation. For each
energy model, we assign six cavities locations with unique
laser incident orientations controlled by the Two-axis galvo
mirrors. Thus, each cavity can be considered as a unique
data point. The system platform and the layout of the cavity
index are shown in Fig. [5p and Fig. [Bp.
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(b) Cavity map (galvo-angles + energy level)

(a) TumorCNC: Robotic laser platform

Fig. 5: The system platform to achieve one-shot laser cavity
ablation (a) and the global information of the cavity map (b).

2) Cavity reconstruction from OCT B-scan: We developed
an automated pipeline to attach the post-ablation phantom on
the translation system with two 300-mm stepper motorized
stages (Thorblab Inc., N.J., USA). The stage visited the pre-
defined positions aligned with the cavity ROI, and the Optical
coherence tomography (OCT) imaging system (Lumedica,
N.C., USA) was applied to scan the surface. The OCT B-
scan cross-sectional images were post-processed to 1) apply
the bilateral Filter (ocoior = 300, 0space = 150) with the
OpenCV software library to remove the noise and smooth
the image, 2) determine the tissue-surface boundary layer
based on the selected pixels with the highest intensity in each
column, 3) concatenate the segmented boundary to formulate
a surface point cloud and 4) manually define the ROI to
segment the cavity surface. The workflow is shown in Fig.[d]

3) Post-cavity processing: Each cavity used for building
the training dataset is post-processed to obtain the data tuples
of distance-to-laser-centers and depth-of-cuts. This requires
the geometric information including: 1) laser incident ori-
entation, 2) laser incident center, 3) local surface normal
orientation and 4) local surface center. The laser incident
orientations are given from the calibrated TumorCNC sensor
model [23], [25] based on the galvo-angles. Since the greatest

laser intensity matches the maximum depth-of-cut, the laser
incident center aligns with the average centers of the data
points associated with the top 15% depth-of-cuts. These data
points denote the projected coordinates from the surface
points to the laser incident plane following Equation. ]

The local surface center and normal vectors are estimated
based on the surface point cloud with the cavity segmented.
Given the geometric information, the depth-of-cuts are equiv-
alent to the lengths of beams by projecting the cavity surface
points to the reference plane formulated by the local surface
center and normal vector (Fig. 2p and Fig. 2k):

i i _ —=proj (7VN) i (p}c — pN) c
k=P =P 2 = | o (V)2
g (=vN) - (=v°)
_ (11
where P}’ is the projected coordinate at the local surface.

The depth-of-cuts are also matched with the projected coor-
dinates from the cavity surface to the laser incident plane,
and thus the distance-to-laser-centers si can be calculated
from Equation. [3]

III. EXPERIMENTS AND RESULTS
A. Function Fitting for SLP

1) Dataset preparation: Each phantom-energy model in-
cluded 6 surface cavities. It is noted that the discrete data
points for training the SLP were extracted from each cavity,
i.e. each cavity can contain a lot of data points. We separated
six cavities as training and testing datasets with a 50%
ratio (3 for training and 3 for testing). This is different
than the common training-testing splitting factor since this
study requires more data to test the feasibility of fitting the
function. For each column of the data points, the index-1,
index-3, and index-5 were used for training and index-2,
index-4, and index-6 were used for the testing dataset. The
three cavities used for training were post-processed to data
points encoded with (s%, d¢ ). The points for each cavity were
sampled based on the uniformly distributed random numbers.
A total number of 1980 data points (each cavity has 660
points) was used to formulate the training and validation
dataset. The testing dataset has 1320 data points.

2) SLP and MLP comparison: To validate the feasibility
of using SLP, we compared the SLP with the multilayer
perceptron (MLP) network with numbers of hidden layers
as 1, 3 and 6 respectively. The regression analysis of the
testing dataset is shown in Table. [l The root-mean-square-
error (RMSE) and the mean absolute error (MAE) were
applied to measure the performance of the SLP.

B. 3D Volumetric Error Analysis

The regression analysis cannot report the 3D volumetric
offset between the predicted cavity and the reference ground
truth. Therefore, we introduce a 3D volumetric error analysis
to evaluate the difference between the predicted and the
reference cavity. Given the same ablation center and the
laser incident vector, the data-driven cavity prediction model
was applied to create a predicted cavity. The offset was
measured between the predicted cavity profiles and the
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Fig. 6: Data collection and analysis workflows. (a). The TumorCNC system achieve one-shot laser ablations with various
galvo-angles and 18 cavities are obtained. (b). Steps (1) to (3) show that each cavity is converted to multiple data points for
data-driven modelling. Steps (4) to (5) show the application of using the learned model for robotic laser planning.

TABLE I: Summary of regression errors and 3D volumetric errors from the testing dataset

Regression: testing error (decimal point = 0.0001) 3D volumetric error (decimal point = 0.01)

Phantom-Energy = | Num-hidden-layer = 1 | Num-hidden-layer = 3 | Num-hidden-layer = 6 Under-cutting (%) Over-cutting (%) 3D-cavity-IoU (%)

agarose ratio + RMSE MAE RMSE MAE RMSE MAE idx-2 | idx-4 | idx-6 | idx-2 | idx-4 | idx-6 | idx-2 | idx-4 | idx-6
energy model (mm) (mm) (mm) (mm) (mm) (mm)

0.5% + low 0.0317 0.0259 0.0311 0.0252 0.0309 0.0250 8.15 9.21 23.88 | 2670 | 15.80 | 6.81 84.05 | 87.90 | 83.23
0.5% + mid 0.0387 0.0317 0.0375 0.0305 0.0372 0.0300 2.69 13.69 9.85 9.94 0.84 3.04 | 93.90 | 92.24 | 93.33
0.5% + high 0.0867 0.0662 0.0862 0.0650 0.0863 0.0651 3.05 19.96 | 18.54 | 7.55 0.39 1.94 | 94.82 | 88.72 | 88.84
1.5% + low 0.0308 0.0254 0.0307 0.0253 0.0305 0.0250 13.37 4.83 8.13 4.84 17.94 | 1020 | 90.49 | 89.31 | 90.93
1.5% + mid 0.0560 0.0442 0.0553 0.0431 0.0554 0.0431 16.57 2.15 3.42 0.89 10.67 | 14.31 | 90.53 | 93.85 | 91.59
1.5% + high 0.0640 0.0499 0.0631 0.0494 0.0633 0.0493 6.40 2.92 10.79 3.20 6.83 6.27 | 95.12 | 95.22 | 91.27
2.5% + low 0.0374 0.0287 0.0368 0.0281 0.0357 0.0272 14.27 | 14.09 | 11.00 | 6.38 4.65 6.96 | 89.25 | 90.16 | 90.83
2.5% + mid 0.0473 0.0366 0.0430 0.0329 0.0427 0.0329 7.06 5.90 7.63 6.19 7.37 3.81 93.34 | 93.42 | 94.17
2.5% + high 0.0813 0.0589 0.0779 0.0543 0.0769 0.0524 10.37 9.40 12.95 3.94 4.65 578 | 92.61 | 92.81 | 90.29
Average 0.0527 0.0408 0.0513 0.0393 0.0510 0.0389 9.10 9.13 11.80 | 7.74 7.68 6.57 | 91.57 | 91.51 | 90.50
Standard deviation | 0.0209 0.0149 0.0206 0.0143 0.0206 0.0143 4.90 591 6.12 7.57 6.12 3.80 3.48 2.56 3.15

ground truth information from the testing cavities (testing
cavity index as 2, 4, 6). The ratios were reported for the cases
of under-cutting, over-cutting and 3D-cavity-intersection-of-
union (3D-cavity-IoU). The under-cutting ratio is defined
as the ratio of volumetric tissue that should be cut but is
not being cut over the reference cavity volume as ground
truth. The over-cutting ratio refers to the ratio of volumetric
tissue that should not be cut but is being cut over the same
reference cavity volume. The 3D-cavity-IoU denotes the ratio
of volume overlapping between predicted cavity and the
ground truth.

1) 3D volume calculation: On the laser incident plane
(Fig. |Zk), a region-of-interest (ROI) was defined with a radius
as 1.0 mm (2.0 mm diameter covers the range of the laser
beam spot size). A fixed number of points were uniformly
sampled in the ROI, and each point corresponds to a unique
depth-of-cut from the predicted cavity and the ground truth
(referred as “gt”). The volume of the cavity was computed
as the integral of the depth-of-cuts in the ROI:

'- /peROI V{p) = /peROI Dip) dA(p) (12)



Where dV (p) denotes a very small 3D volume. The D(P)
(capital D to differentiate the differential symbol d) is the
depth-of-cut associated with the projected coordinate p in the
ROI at the laser incident plane. The dA(p) represents a very
small area aligned with D(p). The graphical visualization of
the over-cut, the under-cut and the two caviters are shown
in Fig.

2) Calculation of over-cut, under-cut and 3D-cavity-loU:
For each p, D(p)”*¥“* > D(p)9 denotes the set of
the over-cutting data points and D(p)Predct < D(p)%
indicates the under-cutting one. The 3D-cavity-IoU is com-

2V, . .
puted as Vf#@j?t, where Vi,eri1qp 18 calculated by taking
gt Voredic

the integral of data points from the set {D(p)°ve e} =
{D()|D(B) = D(p)rdict, D(p)"*di*t < D(p)"'} N
{D®)|ID(®) = D[®)*, D)’ """ > D(P)’"}. The Vy
and Vjpredqict are computed based on Equation. @ Each
testing cavity is uniquely mapped to the ratios of over-cut,
under-cut and 3D-cavity-IoU, as shown in Table. E}

Laser incident configuration
—

(b). Predicted cavity profile

(a). Aligned volumetric depth-of-cuts profiles (c). Ground-truth cavity profile

Fig. 7: 3D graphical visualization of volumes between the
predicted cavity and the ground truth. The volumes are
mapped to the same ROI at the laser incident plane.

C. Simulation Experiments for Robotic Laser Planning

We conducted simulation experiments to 1) solve a sim-
plified robotic laser planning problem modelled as a cavity
alignment problem in (I0), and 2) verify the feasibility of
the data-driven laser-tissue cavity prediction model. It is
noted that the output of the optimization solver is the 6-dof
laser incident configuration. Each laser incident configuration
can create a unique surface cavity based on the data-driven
kinematic model. This cavity is used as the target to formu-
late the least-squares objective function. We summarize the
simulation experiments as:

1) Sampled laser incident configurations as ground truth:
A fixed number of laser incident orientations were defined as
the ground truth for the optimization. These orientations were
calculated by multiplying the rotation matrix with a fixed
laser incident vector. The rotation matrix was formulated
by the angle vector (6,,6,,0) sampled from (6,,6,) €
[—30°,430°] x [-30°,430°] with an interval of 15°. Each
paired of (6,6,) formulates a unique rotation matrix that
can be multiplied by the laser incident vector to create a
different laser orientation. In addition, we defined a fixed
laser incident center associated with each laser incident

orientation. This can formulate a set of randomized 6-dof
laser incident configurations with totally 225 combinations.

2) Randomized optimization initialization: Each laser in-
cident configuration (ground truth) was perturbed both with
the position and orientation for optimization initialization.
The initialized positions were added with a vector denoted
as (0,0y,0), where o, and o, were uniformly distributed
random numbers multiplied by a factor of 0.5 (unit: mm),
ie. 05,0, € [-0.5,40.5]. The initialized laser orientations
were uniformly sampled with XY-angles from (0,,6,) €
[—15°,+15°] x [-15°,415°], with an interval of 15°. There
are totally 9 combinations of the initialized settings.

3) Successful optimization: The output of the optimiza-
tion solver is the 6-dof laser incident configuration. The
optimal and the ground truth laser incident configurations
were defined as Xopt = (Popt, Vopr) € R® and Xy =
(Pgts vgt) € RS. A successful optimization is counted when
it satisfies ||Xp: — Xg¢|[2 < 0.00001. For each phantom-
energy model, experiments were conducted for 225 times
with various ground truth and initialized settings. The success
rates of the simulation experiments are reported in Table.

IV. DISCUSSIONS

Analysis of regression error for SLP: The average RMSE
of the different MLPs (variety of 1, 3, 6 hidden layers)
are reported as 0.0527 £ 0.0209 mm, 0.0513 £ 0.0206 mm
and 0.0510 £ 0.0206 mm respectively. The mean absolute
errors (MAE) are summarized as 0.0408 + 0.0149 mm,
0.0393 £ 0.0143 mm and 0.0389 =+ 0.0143 mm. The SLP
shows comparable performance with the 3-layers and 6-
layers MLPs about the average RMSE and MAE. The 3-
layer and 6-layer MLPs show very similar results and it is
likely that the MLPs reach to a limit to describe a simple data
distribution with more parameters. Additionally, the SLP has
better generalization performance with less parameters and
thus can minimize the probability of over-fitting, as shown
in Fig. 8| These results can verify the feasibility of using the
SLP for the phantom study. However, it does not indicate
that other MLPs cannot be applied for the same problem. For
some cases, such as ex-vivo tissue studies, where the laser-
tissue mechanism is complicated, the MLPs with greater
number of hidden layers can be more suitable compared with
SLP.

Tissue-B-high-energy-test
Testing data

Tissue-C-high-energy-test
Testing data

€ Num-layer = 1 € Overfitting Num-layer = 1
? 15 Num-layer = 3 E 15 Num-layer = 3
’é Num-layer = 6 ’é‘ Num-layer = 6
2 2
5 1 =1
o o
“— —
o o
S <
505 3505
o) )
a [a]

0 S . 0

0 0.5 1 1.5 2 0 0.5 1 1.5 2

Distance to laser center (unit: mm) Distance to laser center (unit: mm)

Fig. 8: Comparisons of MLPs with various hidden layers (1,
3, 6). The SLP shows better generalization compared with
the two MLPs. Tissue-B and Tissue-C denote 1.5%-agarose
and 2.5%-agarose.



TABLE II: Success rate of simulated robotic laser planning experiments (each model has 225 test cases).

Model 0.5% + low | 0.5% + mid | 0.5% + high | 1.5% + low

1.5% + mid | 1.5% + high | 2.5% +low | 2.5% + mid | 2.5% + high

100.00 99.11 100.00 91.11

Success rate (%)

99.56 99.56 94.67 98.22 99.56

Analysis of 3d volumetric error: The over-cutting and
under-cutting ratios are comparable with relatively high
variances, but they are all smaller than the ratio of 12%.
This indicates that an one-shot laser ablation can have 12%
of the volume being over-cutting or under-cutting at the
worst case. This is not optimal since with a large energy
model for a greater size of tissue removal, the 12% of the
over-cut can contribute to a relatively large tissue offset for
the surgical planning. The 3D-cavity-IoUs are reported as
91.57 £ 3.48%, 91.51 £ 2.56% and 90.50 + 3.15% for the
three testing cavities. This indicates that about 91.1% of the
tissue can be precisely removed for an one-shot ablation.
Analysis of robotic laser planning experiments: The
results of the simulated robotic laser planning experiments
show an average of 97.98% success rates. This validates the
feasibility of using the analytical gradient for solving the
IK problem in (I0) and the implementation of SLP in the
kinematic model. However, there exist some cases that fail
to find the optimal solutions during the optimization. This is
likely caused by the problem of the in-feasible initial guess
for the optimization solver.

Limitations and future works: The surface of the phantom
is assumed to be planar but the tissue surface geometry
can be arbitrary in actual medical applications. In addition,
this study only conducts the simulation experiments. Future
works include the experiments with different laser-tissue
geometry such as using non-planar surface objects, and the
implementation of the methods in an actual robot system.

V. CONCLUSIONS

This work explores a research problem about whether the
3D laser-tissue interaction can be directly learned from the
data instead of historical heuristic models. A single-layer
perceptron (SLP) network was used to learn the geometric
relation between the tissue surface and the laser energy
model. The SLP was successfully implemented in a novel
cavity prediction model to solve a simplified robotic laser
planning problem, which shows potential applications of
automated pathological tissue removal and surgical planning.
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VI. APPENDIX
A. Derivatives for the Cost Function
To compute the gradient of the cost function in Equation

fsip(sy) sy opp
st 5 8piro]5 Op°©

7, we provide the derivations for

pPTeI
and g —.
v

1) afSLP(Sk)

The si is defined as the projected distance

at the laser incident plane. The fsrp(st) represents the end-
to-end single layer perceptron network (SLP) to map s to

the depth-of-cut di, based on Equation. l
afSLP(Sk)
8 L
yi = fsrp(x;) where z; € R and y; € R are denoted as
the input and the output. The relation between x; and y;
are the non-linear mapping with a standardized single layer

perceptron network architecture:

To compute , a generalized SLP is defined as

,Ty(ftansig(wltnc(zi) + bl) * Wo + b2)

13)
Where (wq, by, ws, by) are the weights and bias for the SLP.
The 7, and 7, represent the given linear min-max transform
for the input and output. For 7., we have:

vi = fsrp(zi) =

T — xinput
Te(z) = W% * (Taz = Tmin) + Tinin
max min (14)
Where z¥,,. = +1 and 27, = —1. The zi"Pu* and xi,’ff’# t

are the max and min of the inputs (distance-to-laser-center
s}) in the training dataset. The goal of 7, (x) is to normalize

the intput to the range of [—1,1]. As a7, ., T5 .., TPUE and
z," P are given, the derivative of 7,(z) can be computed
as: i i
0Tx (CL’) Lmaz ~ Tmin 15
ox ~ _input input ( )
Tmax — Lpyin
For 7,, we have:
Y = Y label label label
E(y) = y* _T?j*n. (yrgw,ez - yn(iwi ) + y'rgnrel (16)
max man

Where v, = 1, Y, = —1. The ylebel and 225! are the
max and min of the outputs (depth-of-cuts) in the training
dataset. Thus, 7,(y) can convert the network output to the
correct value with the physical interpretation. As Y, .. Yrins
ylabel and ylabel are given, the derivative of T,(y) can be
computed as:

OTy(Y) _ Yumas — Yoo (7
ay ymaz ymzn

Therefore, the ’7;/
training dataset.

For the activation function, the fmnsig(-) is the tansig
function with the representation as:

and 7;/ can be calculated given the

% — o %
ftansig(z) = e + o2 (18)

The derivative can be computed as:
e’ —e

ftansig(z) =1- (m
In summary, we can compute the derivative of the SLP as:

0yi

—Zz

) (19)

O, = wlw?%ﬂftunsig(z) (20
where z = w1 T (z ) +by.
s}, 70, o .
2) api,’?oj For i, = |[p?" — p°||2, we have:
95t proj o
jfoy - ppkmy S @D
opj, P = pell2
app roj
3) A : Based on Equation. 4| we have:
proj c
Wy o)
Ip° ¢ (=v°)
where vc denotes the laser orientation vector.
: Based on Equation a[;léwe have:
apPTOJ (_vc . Vc) * [vc . <p;€ _ po)}
N (P
c ( 7 o) (23)
vV (P, — P c c\T
T oy oes (CVIO(Y)
(ve) v
Where p© is the projected center (from p¢) at the laser

incident plane. The pi is the pre-defined coordinate at the
pre-ablation surface associated with p?” /.

B. Regression Analysis

The geometric relation between the distance-to-laser-
center and the depth-of-cut is described as a Single layer
perceptron model (SLP). For both the training and testing
datasets, the regression analysis of Tissue-A (agar-0.5%),
Tissue-B (agar-1.5%) and Tissue-C (agar-2.5%) are reported
in Fig. 0 Fig. [I0] and Fig. [T1] respectively with the low,
middle and high energy levels.

C. Cavity Visualization

The geometric visualizations of the laser-mirror intersec-
tion for the TumorCNC robotic laser system are depicted in
Fig. |12 (agar-0.5%), Fig. [13| (agar-1.5%) and Fig. [14] (agar-
2.5%). These figures show that the shapes of the cavities
are unique based on the properties of the phantom (different
ratios of agar for the phantom designs).

D. Numerical Simulation for the Robotic Planning Problem

Fig. [15] (middle-energy model) and Fig. [16] (high-energy
model) illustrate the shapes of the cavities before and after
the optimization. These figures indicate that the offsets
between the predicted cavity and the target cavity (ground
truth) can be minimized after the optimization.
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Fig. 9: Regression analysis of training-testing datasets for Tissue-A (0.5% agar). The scattered dots depict the data points
of the dataset (training as left column and testing as right column). The data labelled with different colors represent the
outputs from the neural networks with various layers for regression.
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Fig. 10: Regression analysis of training-testing datasets for Tissue-B (1.5% agar). The scattered dots depict the data points
of the dataset (training as left column and testing as right column). The data labelled with different colors represent the
outputs from the neural networks with various layers for regression.
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Fig. 11: Regression analysis of training-testing datasets for Tissue-C (2.5% agar). The scattered dots depict the data points
of the dataset (training as left column and testing as right column). The data labelled with different colors represent the
outputs from the neural networks with various layers for regression.



Tissue-A Cavity map in TumorCNC
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(a). TumorCNC system (global view) (b). Cavity map (laser incident vectors)
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Fig. 12: Visualization of laser-mirror geometry and ablation cavities (Tissue-A: agar-0.5%).

Tissue-B Cavity map in TumorCNC

(a). TumorCNC system (global view) (b). Cavity map (laser incident vectors)

Laser input 4

Fig. 13: Visualization of laser-mirror geometry and ablation cavities (Tissue-B: agar-1.5%).

Tissue-C Cavity map in TumorCNC
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(a). TumorCNC system (global view) (b). Cavity map (laser incident vectors)
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Fig. 14: Visualization of laser-mirror geometry and ablation cavities (Tissue-C: agar-2.5%).



Tissue-C-middle-energy-before-opt Tissue-C-middle-energy-after-opt

Fig. 15: Visualization of the predicted and target cavities before and after the optimization (middle energy). The point cloud
labelled as red color is the predicted cavity. After optimization, the predicted cavity can be aligned with the target cavity.

Tissue-C-high-energy-before-opt Tissue-C-high-energy-after-opt

Fig. 16: Visualization of the predicted and target cavities before and after the optimization (high energy). The point cloud
labelled as red color is the predicted cavity. After optimization, the predicted cavity can be aligned with the target cavity.
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