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Abstract— Microsurgery involves the dexterous manipulation
of delicate tissue or fragile structures, such as small blood
vessels and nerves, under a microscope. To address the lim-
itations of imprecise manipulation of human hands, robotic
systems have been developed to assist surgeons in performing
complex microsurgical tasks with greater precision and safety.
However, the steep learning curve for robot-assisted micro-
surgery (RAMS) and the shortage of well-trained surgeons pose
significant challenges to the widespread adoption of RAMS.
Therefore, the development of a versatile training system for
RAMS is necessary, which can bring tangible benefits to both
surgeons and patients.

In this paper, we present a Tactile Internet-Based Microma-
nipulation System (TIMS) based on a ROS-Django web-based
architecture for microsurgical training. This system can provide
tactile feedback to operators via a wearable tactile display
(WTD), while real-time data is transmitted through the internet
via a ROS-Django framework. In addition, TIMS integrates
haptic guidance to ‘guide’ the trainees to follow a desired
trajectory provided by expert surgeons. Learning from demon-
stration based on Gaussian Process Regression (GPR) was used
to generate the desired trajectory. We conducted user studies
to verify the effectiveness of our proposed TIMS, comparing
users’ performance with and without tactile feedback and/or
haptic guidance. For more details of this project, please view our
website: https://sites.google.com/view/viewtims/
home.

I. INTRODUCTION

Microsurgery is a type of surgery that involves manip-
ulating delicate tissues under an operating microscope. It
is a specialized surgery that has high requirements for sur-
geons’ skills and attention [1]. Robot-assisted microsurgery
(RAMS) is an emerging field of surgical innovation that
uses microsurgical robots to improve precision and dexterity
for microsurgery, leading to better clinical outcomes [2].
More specifically, RAMS aims to overcome the physical
limitations of human operators in microsurgery [3], which
leads to the reduction of hand tremors and the improvement
of patient outcomes [4].

To perform RAMS with high proficiency, microsurgical
trainees need to go through extensive practice before apply-
ing the learned skills to patients in clinical settings. However,
the lack of available training platforms and the high cost
of setting up microsurgical platforms make it challenging
to train new surgeons within a short period of time [5].
Therefore, it’s significant to develop a versatile and efficient
surgical training platform that can help surgeons improve
their proficiency in using microsurgical platforms [6]. To this

Fig. 1. TIMS system overview, including the illustration of control interface,
feedback system, ROS-Django framework, data transmission.

end, there is an increasing demand for microsurgical skill
training outside the clinical setting to reduce the occupation
of the clinical resource [7].

For microsurgical training, simulation offers a solution
to enable trainees to acquire basic microsurgical skills in a
home-based environment. However, most of the existing sim-
ulators for RAMS are of low fidelity [7]. Though simulators
can be used to provide initial surgical skill training, we aim
to investigate physical training systems to provide a high-
fidelity learning environment for trainees. Well-equipped
microsurgical laboratories are not so widespread as their
setups are expensive [8]. With this regard, we aim to develop
an accessible cost-effective training system, allowing trainees
to practice and take ownership of their technical skill de-
velopment. We envision that with the microsurgical training
system, novice surgeons can master basic micromanipulation
skills and get familiar with microsurgical sub-tasks within
a relatively short time [9]. A low-cost microsurgical robot
research platform (MRRP) has been developed for micro-
surgical skill training and assessment [10]. However, MRRP
does not include haptic guidance functions, and cannot
provide tactile feedback to users. It also lacks remote training
capabilities, which means that expert surgeons cannot super-
vise surgical trainees who are located in different geographic
locations. To address these limitations, we aim to develop a
new RAMS training platform that allows novice physicians
to receive remote training over the internet.

Most existing RAMS training platforms rely solely on
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visual feedback [11]. The essential objectives in human-
in-the-loop teleoperation systems are the enhancement of
user awareness about the robot’s state and the optimization
of teleoperation fidelity. To accomplish these goals, the
provision of haptic feedback, encompassing both force and
tactile feedback, becomes indispensable. [12]. For safety
considerations in RAMS, virtual fixtures can be constructed
to protect fragile tissues from damage caused by extra-
exerted force [13]. With virtual fixtures, force feedback can
be provided to surgeons once the microsurgical tools exceed
the safety boundary. The concept of the ‘Tactile Internet’ has
been proposed to enable remote operators to interact with
target objects using tactile feedback [14]. Tactile Internet is
particularly significant for telesurgery, where the sense of
touch is critical for surgeons. Although active constraints or
virtual fixtures can help ensure safety when surgeons lose
their sense of touch during telemanipulation tasks, direct
tactile feedback is still crucial to surgeons when performing
surgery to prevent tissue injury or suture breakage. Therefore,
tactile internet should be integrated into the microsurgical
training platform [15].

In addition, haptic guidance is crucial for surgical training
since it can enable operators to manipulate a microsurgical
robot along a predetermined trajectory [16]. In situations
where the operator deviates from the predetermined trajec-
tory, the haptic device can generate a force to guide the
operator’s hand back onto the correct path. This is similar to
a teacher guiding a student’s hand as they learn to write.
The incorporation of haptic guidance in the system for
surgical training can enable trainees to quickly learn how
to perform microsurgery. Therefore, we aim to incorporate
haptic guidance into our proposed system to improve the
effectiveness and efficiency of surgical training.

In summary, we propose the Tactile Internet-Based Mi-
cromanipulation System (TIMS) with Haptic Guidance for
Surgical Training in this paper. The proposed system can
reduce surgeons’ workload for perceiving tool-tissue inter-
action during microsurgical operation and help minimize
potential damage to delicate tissues during RAMS. The main
contributions of this paper are as follows:

• We developed a relatively low-cost micromanipulation
system, which can be used for high-fidelity microsurgi-
cal training.

• We developed the infrastructure of Tactile Internet for
RAMS, which can provide real-time tactile feedback to
surgical trainees.

• We constructed a haptic guidance framework for mi-
crosurgical training using learning from demonstration
techniques.

TIMS represents the first step toward Microsurgical Skills
Self-Training Laboratory with cost-effective microsurgical
instruments [17]. To the best of our knowledge, this is the
first affordable high-fidelity microsurgical training system
that integrates haptic guidance and tactile internet technol-
ogy.

II. METHODOLOGY

A. System Overview
As shown in Fig. 1, the proposed TIMS is developed based

on a Python-based ROS-Django framework, which combines
the flexibility of ROS in managing multiple hardware re-
sources. This system is designed to improve surgical trainees’
performance in surgical training by integrating tactile feed-
back and haptic guidance. A bilateral teleoperation system is
therefore constructed, with a forward loop for microsurgical
robot control and a backward loop for providing haptic and
visual feedback to trainees. The proposed TIMS has several
key features that make it user-friendly and effective for
surgical trainees:

Tactile Internet: Most of the teleoperation system pro-
vides operators with only visual feedback [18]. In our pro-
posed system, haptic rendering is seamlessly integrated into
the system, which combines kinaesthetic rendering (force
feedback) through a commercial device with tactile render-
ing through an in-house wearable tactile display (WTD).
Moreover, the Django framework enables both robot control
messages and real-time microscopic video to be transmitted
to the web page, allowing the trainee to remotely perform mi-
crosurgical training with vision and haptic feedback simulta-
neously. Thanks to the user-friendly web-based architecture,
surgeons can supervise trainees remotely.

Haptic Guidance: The role of haptic guidance is to guide
trainees back to the desired path when they deviate from
the correct trajectory through the haptic guidance force. The
haptic guidance force is generated through the comparison of
the real-time operation trajectory and the desired trajectory
generated by expert surgeons through learning from demon-
stration. Moreover, the haptic guidance can also provide the
operators with force feedback if the position of the surgical
tools exceeds the safety boundary.

Automatic Skill Analysis: The automatic surgical skill
analysis allows trainees to receive real-time feedback on
their performance during training sessions [19]. The backend
database attached to the ROS-Django framework can auto-
matically record all operation data performed by the trainee.
This data can be used for post-surgery operational analysis,
and the results will be automatically displayed on a user-
friendly web-based interface, allowing trainees to evaluate
their learning outcomes.

B. Hardware Description
The microsurgical training system is constructed based

on bilateral teleoperation, which is built upon the leader-
follower control mode.

Hardware Components in the Leader Side:
The hardware system of the TIMS leader side comprises

three major components, including i) a motion capture de-
vice with kinaesthetic rendering capability, ii) a foot pedal
for system logistics control, and iii) an in-house wearable
touch display (WTD) (an essential component of the tactile
internet).

Geomagic Touch (3D System), a commercial haptic de-
vice, is used for motion capture and kinaesthetic rendering



Fig. 2. Illustration of the hardware components in the TIMS system. (a) shows the hardware components on the leader side, including the commercial
motion capture device (Geomagic Touch), the wearable touch display and the foot pedal. (b) shows the microsurgical robot, digital microscopes, and
different microsurgical tools used in the experiments.

in the TIMS system. This device accurately tracks and repli-
cates the surgeon’s hand movements and provides kinaes-
thetic feedback to the surgeon if the surgical tool falls into
forbidden regions. The foot pedal, one of the most common
user interfaces for robotic surgery, is used to manage system
logistics, such as starting or stopping the training system and
enabling teleoperation for robot control.

The in-house WTD is constructed using a pneumatically
actuated tactile actuator array. It consists of two film layers,
which are made from a pliable material called Thermoplastic
Polyurethane (TPU). Each pneumatically actuated tactile
actuator array contains 16 inflatable actuators arranged in
a 2D pattern. These actuators are essentially cylindrical air
pockets, measuring 3 mm in diameter. This display has
rectangular dimensions of approximately 30 mm by 20
mm, which corresponds to the size of human fingertips.
By injecting air into an actuator’s chamber, the user can
feel a tactile sensation generated by the inflatable actuators.
The components used for constructing this wearable tactile
display can be viewed in Fig. 2 (a.iii).

Hardware Components in the Follower Side: A micro-
manipulator (Senasapex uMp) is used as the high-precision
position stage to mount different microsurgical tools for
different types of microsurgical training. As shown in Fig.
2 (b.i), a motorized 25ga Maculorhexis Forceps (Katalyst
Surgical, LLC, USA) and a 25ga Tano Polisher (Katalyst
Surgical, LLC, USA) can be mounted on the stage to conduct
high-precision micromanipulation for different microsurgical
sub-tasks, such as membrane peeling and needle insertion,
etc. The microsurgical robot is mounted on an anti-vibration
optical table. Fig. 2 (b.ii) shows the low-cost digital micro-

scopes used in TIMS. The Opti-Tekscope microscope camera
is used to capture operation videos from the top-down view,
which provides real-time visual feedback to operators. The
Dino-Lite Premier camera is used to capture the side view
of the operation scene and its functions will be detailed in
Section II.D.

C. ROS-Django Framework

Robot Operating System (ROS) is a widely used mid-
dleware that facilitates peer-to-peer communication among
multiple robots. In this system, we used the topic pub-
lishing/subscribing feature of the ROS framework to build
i) the Geomagic Touch-ROS connection, ii) the Footpedal-
ROS connection, iii) the WTD-ROS connection, and iv)
the microrobot-ROS connection. ROS continuously publishes
and subscribes to topics, thereby organizing and uploading
the robot’s state information to the Django server.

Django is an open-source web framework written in
Python. In the TIMS, Django serves as a ‘server’ responsible
for transferring, recording, and displaying robot messages
in real time on the website. The Django server uses Redis
as the database to store all the sensory information and
control commands generated during microsurgical operation.
Through the website, the user can observe the robot’s state
and live microsurgery video, as shown in Fig. 3.

To communicate with robots, Django establishes a Web-
Socket connection with ROS. It can continuously receive
JSON strings from ROS and stores the data in Redis by
parsing and reading the device ID (Geomagic Touch, Mi-
crorobot) in the JSON strings. In a separate thread, Django
asynchronously retrieves the latest message from Redis and



Fig. 3. Overview of Web Page Interface constructed based on the ROS-
Django Framework.

sends it to the specific device. WebSocket is chosen due to
its full-duplex communication, which enables the server to
forward messages directly to the client. In addition, when the
Web interface is established, the website can also directly
obtain/update messages from the server by connecting to
WebSocket. Redis is chosen as the backend database because
it is RAM-based, making it faster to read and write than
other databases. This property helps reduce latency issues in
teleoperation via the internet. As for the video streaming, we
use UDP socket to ensure visual feedback with low latency
(around 34ms in the local area network).

D. Bilateral Teleoperation

1) Leader-Follower Mapping: Leader-follower mapping
is essential for bilateral teleoperation systems, which defines
the data transmission and mathematical formula of mapping
the leader robot’s motions to the follower robot’s end-effector
motions. On the leader robot side, ROS acquires real-time
messages from the 3D coordinate of Geomagic Touch’s end-
effector, the stylus button status, and the foot pedal status.
These messages are sent to the Django server via WebSocket.
The Django Consumer, an abstraction used to implement
WebSocket in Django, parses the message, stores it in the
database, and then forwards it to the website and the follower
robot side. On the follower robot side, ROS publishes these
messages to control the microrobot based on a predefined
leader-follower mapping strategy, the mathematical formula
of which is as follows:

P i
follower = α

(
P i

leader − P i−1
leader

)
+ P i−1

follower (1)

where i indicates the time step, P i
follower is the new position

of the microrobot (the follower), P i−1
follower is the previous

position of the microrobot. P i
leader and P i−1

leader are the new
and previous positions of the end-effector of the Geomagic
Touch (the leader) respectively. The α is a motion scaling
factor that adjusts the ratio of the position mapping between
the leader and follower [20].

2) Tactile Feedback: Tactile feedback will be provided
to the operator when the microrobot’s end effector touches
the simulated tissue during microsurgical training. To pro-
vide reliable tactile feedback, the tool-tissue interaction
status monitoring is significant. To circumvent the need
for attaching expensive micro-sensors to the microsurgical
tooltip, we propose an alternative solution, i.e. developing
a deep learning-based force estimation approach based on
vision data [21]. More specifically, a digital microscope is
used to capture the side view of the phantom for surgical
training. The captured images are subsequently transformed
into tactile information using a deep learning-based object
(tooltip) detection and classification approach, which serves
to monitor whether the tooltip comes into contact with
delicate tissues or not.

Yolov5 [22] is employed in this system for tooltip tracking.
2,649 images were collected and labeled manually, including
80% used as the training set, and 10% each as the validation
and test sets. The model achieved its best performance with
a precision of 0.901, recall of 0.982, and mAP50 of 0.893
on the test set. The frame is cropped using the output
bounding box from the Yolov5 model. This ensures that
the surgical tooltip becomes the dominant element in the
resulting image rather than the image background, thereby
significantly reducing the difficulty of image classification
in the following step. We then employ a four-layer con-
volutional neural network (CNN) for image classification,
attaining an impressive accuracy of 99.8% during real-time
object (tooltip) detection tasks. This model outputs a boolean
value to determine whether the microsurgical tool touches
the simulated tissue or not. The ROS-Django framework
transmits this boolean value to the in-house WTD via the
internet, enabling the rendering of tactile sensation on the
operator’s fingertip. When the ‘touch’ signal is received,
the pump of the WTD starts to inflate all the air pockets
(inflatable actuators) to provide tactile feedback. When the
signal is ‘not touch’, the pump stops working and the air in
the device is released.

3) Haptic guidance: Haptic guidance can be a useful tool
in training individuals to manipulate robots along predeter-
mined trajectories. In this study, we employed the learning
from the demonstration paradigm to generate desired trajec-
tories for surgical training [13]. Specifically, we collected
manipulation trajectories from experienced operators and
optimized them using Gaussian Process Regression (GPR).
To prepare the trajectories for GPR training, we recorded ten
trajectories as the training set with ROS, capturing the 3D
coordinate (p = [x, y, z]) of the microrobot’s end effector.
We then preprocessed the trajectories by removing duplicate
points and downsampling them to N points to ensure that
all trajectories had the same length for GPR training. We
utilized the GaussianProcessRegressor from scikit-learn [23]
to regress those ten trajectories. We set the observation values
as an integer sequence from 0 to N , and the predicted values
as a series of corresponding coordinates pt(t = 0, 1, ..., N)
for each data position along the trajectory. The radial basis
function (RBF) kernel was used for the GPR to regress a



Fig. 4. Illustration of the Haptic Guidance. (a) shows the GPR for Trajectory Optimization. (b) shows how haptic guidance force is generated.

smooth trajectory. Fig. 4 (a) shows the GPR for trajectory
optimization. The resulting 95% confidence interval was
small (within 0.10 cm), and the trajectory was smooth,
indicating the success of the optimization process.

Fig. 4(b) illustrates how the haptic guidance force is gener-
ated based on the robot’s current position and predetermined
trajectory. Within the ROS framework, we subscribe to the
3D position of the microrobot’s end effector. Upon receiving
a position p, we proceed to calculate the Euclidean distance
from this position point to all points on the predetermined
trajectory. Subsequently, we identify the coordinates of the
point d on the trajectory with the minimum distance to p.
If the minimum distance exceeds our predefined threshold
(0.2mm), force feedback is provided to the operator. This
force vector is obtained by subtracting d from p, as the vector
formed by two position points represents the guidance force
with direction and magnitude. Finally, the resultant vector is
transmitted to the Geomagic Touch, which offers continuous
force feedback for real-time haptic guidance.

III. USER STUDIES

A. Experiment Design

In order to evaluate the effectiveness of our proposed
TIMS, we conducted a user study with the experimental
setup shown in Fig. 5. A total of five participants (3 females
and 2 males) were invited to join the study. Two participants
have prior experience playing video games, while two are
familiar with Geomagic Touch. We employed two micro-
surgical tasks for user studies. Ethical approval was ob-
tained from the University of Bristol Ethics Committee (ref
No.10389) prior to conducting the study.

Trajectory Following: This task was designed to test
the trainee’s ability to perform general position-changing
maneuvers. The trainee was required to trace a pre-defined
trajectory, as shown in Fig. 5(c). The trajectory represents a
blood vessel in a simulated eyeball, where the trainees were
required to navigate with high precision. They needed to
avoid any excessive force on the eyeball while maintaining
contact between the surgical tool and the blood vessel.

Needle Insertion: This task was designed to test the
trainees’ ability to locate a desired position for precise op-
eration. The trainee was instructed to move the surgical tool
to the appropriate position and use the ‘insertion’ function
on the stylus of Geomagic Touch to puncture two blood
clots in the simulated eyeball, as shown in Fig. 5(c). The
task required the trainees to perform the insertion function
with high accuracy while avoiding damage to the surrounding
tissue.

To assess the effectiveness of our system, we designed four
experiments for each participant. These include operations
with i) No Feedback (NF), ii) Tactile Feedback only (TF), iii)
Haptic Guidance only (HG), and iv) both Tactile Feedback
and Haptic Guidance (TF & HG). The microsurgical tool
will be moved back to the original position after the trainees
finish all the procedures of the user studies. This can ensure
a fair comparison among different system setups.

Prior to the formal experiment, each participant was al-
lowed to familiarize themselves with the entire test procedure
through a practice session. During the formal user studies,
each participant was asked to perform two trials under the
same operation condition, resulting in a total of eight trials
for both the Trajectory Following and Needle Insertion tasks
(4 different experiments x 2 trials). The ROS-Django system



Fig. 5. Overview of the experiment setup for user studies. Overview of (a) the human operation scene; (b) the microsurgical robot platform in the remote
scene. (c) visualization of the eyeball phantom and the microsurgical task description.

automatically recorded all operation data, including the op-
eration trajectory, time, and foot pedal messages. These data
can be used for performance evaluation and skill analysis.
After each experiment, participants were asked to complete a
questionnaire consisting of six questions with scores ranging
from 1 to 5. Higher scores indicated greater satisfaction with
the system and feedback function. The questions were as
follows:

Q1: How challenging did you find it to control the system?
Q2: Was the system latency (live video and control)

acceptable?
Q3: How difficult was it to complete the trajectory follow-

ing task?
Q4: How difficult was it to determine whether a micro-

surgical tool had touched the eyeball or not?
Q5: When tactile feedback was applied, how effective

was the information provided in indicating whether the tool
touched the eyeball or not?

Q6: When haptic guidance was applied, how effective was
the guidance in helping you to complete the operation?

To quantify the effectiveness of TIMS, we conducted
comparative studies based on four evaluation metrics:

• Reminder Times: If the system does not provide
any feedback, participants may inadvertently apply ex-
cessive force through the microsurgical tool, causing
potential damage to the eyeball. To mitigate this risk,
we provided reminders to participants if necessary, and
the number of reminders was recorded.

• Time Cost: For each experimental setup, we calculated
the average time it took for participants to successfully
complete two tasks: trajectory following and needle
insertion. This metric reflects the difficulty of the oper-
ations under different experimental settings.

• Trajectory Following Error: The trajectory following
error is calculated based on root mean square error
(RMSE), which represents the square root of the dis-
crepancy between the desired trajectory and the actual
trajectory.

• Insertion Error: This metric is designed to evaluate
participants’ performance in the needle insertion task.

Insertion error is determined by the Euclidean distance
between the desired target and the actual insertion
position generated by the microsurgical tool.

B. Results Analysis

1) Qualitative Analysis: Table I shows the results of the
questionnaire. When there was No Feedback (NF), partici-
pants subjectively perceived the system to be challenging to
control, with difficulty in following the desired trajectory and
determining whether the surgical tool touches the eyeball or
not. With Tactile Feedback (TF), the difficulty of trajec-
tory following and tool contact judgment has significantly
reduced (Q3 score is 1.0 higher, and Q4 score is 2.85 higher
on average compared to the No Feedback condition). Partici-
pants simply focused on the top view without needing to split
their attention to the depth perception of the microsurgical
tool. With Haptic Guidance (HG), Q3 score is significantly
improved compared to both the No Feedback and Tactile
Feedback, while Q4 score has a slight improvement. During
trajectory following tasks, Haptic Guidance generates force
to pull the trainee’s operation trajectory back onto the
desired trajectory, which performs a similar function as TF.
Unfortunately, the advantage of Haptic Guidance was not
evident for the needle insertion task. It is still difficult for
participants to determine whether the microsurgical tool is in
contact with the eyeball or not. When the Tactile Feedback
and Haptic Guidance (TF&HG) were both activated, the
highest score was achieved for all questions, indicating that
the combination of the two feedback modes could provide
participants with a better operating experience.

Table I indicates that participants found both Tactile
Feedback and Haptic Guidance have a positive impact on
microsurgical operations, with an average score of 4 out of
5. Additionally, Q2 scores suggest that participants found
the delay in TIMS to be acceptable, with an average score
of 4.04 across all experimental settings.

2) Quantitative Analysis: The related metrics for tra-
jectory following and needle insertion tasks completed by
participants under different experimental settings are shown
in TABLE II and Fig. 6. Poor performance was observed



TABLE I. Questionnaire Result

Task Settings Q1 Q2 Q3 Q4 Q5 Q6

No Feedback(NF) 2.14

4.04

1.71 1.29 N/A N/A
Tactile Feedback(TF) 3.29 2.71 4.14 4.29 N/A
Haptic Guidance(HG) 3.67 N/A 2.33 N/A 4.50
Introduce Both(TF&HG) 4.00 4.43 4.14 4.33 4.50

TABLE II. Experiment Results (Average across Participants)

Task
Settings

Remind
Times

Time
Cost(s)

Trajectory
Error(um)

Insertion
Error(um)

No Feedback(NF) 1.6 120.43 2437.02 2136.67
Tactile Feedback(TF) 0 95.58 1641.77 1026.88
Haptic Guidance(HG) 0 88.41 1067.43 649.71
Introduce Both(TF&HG) 0 86.55 1057.45 490.73

under the No Feedback condition. When Tactile Feedback
or Haptic Guidance was introduced, participants’ task perfor-
mance improved significantly, with Haptic Guidance showing
greater improvement than Tactile Feedback.

More specifically, compared to the No Feedback condition,
the introduction of Tactile Feedback resulted in a 20.63%
reduction in time cost, a 32.63% reduction in trajectory error,
and a 51.94% reduction in insertion error. In contrast, the
introduction of Haptic Guidance led to a 26.59% decrease
in time cost, a 56.20% decrease in trajectory error, and
a 69.59% decrease in insertion error. When both types of
feedback were provided to the operators, the performance
was similar to the ones with Haptic Guidance in terms of
trajectory error and time cost (within 2%), but better in terms
of insertion error (a 24.47% decrease). Moreover, except for
No Feedback, the reminder times were zero for all other
conditions.

Fig. 6. Visualization of the quantitative evaluation results using different
experimental settings. ‘NF’, ‘TF’, ‘HG’ represent ‘No Feedback’, ‘Tactile
Feedback’, and ‘Haptic Guidance’, respectively.

C. Microsurgical Skill Assessment and Feedback

We hypothesized that subjects would demonstrate im-
provement after using the proposed system with haptic guid-
ance. We utilized standardized metrics to evaluate the effec-
tiveness of haptic guidance for microsurgical skill training.

We quantified microsurgical skill improvement after each
task performed with haptic guidance. Specifically, operators
were required to perform trajectory following and needle
insertion ten times with tactile feedback. We visualize the
learning curve in Fig. 7 for one of the participants as
an example to demonstrate the value of haptic guidance
in microsurgical training. Following three rounds of haptic
guidance, the trainee’s performance exceeded the average
performance quickly. The participant’s performance contin-
ued to improve and stabilized after the fourth round of
guidance.
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Fig. 7. Visualization of the trainee learning curve.

D. Discussions

The user study results indicated that both tactile feedback
and haptic guidance helped the operators improve perfor-
mance during microsurgical training. Participants expressed
great satisfaction with the TIMS system when both tactile
feedback and haptic guidance were engaged. According to
the quantitative analysis based on evaluation metrics, tactile
feedback reduced the cognitive workload for participants
significantly, as users did not need to repeatedly switch
between top and side views to ensure that the distance
between the tip of the microsurgical tool and the eyeball was
within a safe distance. Haptic guidance enabled participants
to follow the predetermined trajectory more precisely, thus
reducing insertion and trajectory errors.

Regarding the metric of ‘reminder times’, even though the
web page displayed both the top view and side view of the
microsurgery operation scene simultaneously, participants’
attention remained on the top view. Hence, without haptic
feedback, participants had higher risks of moving the surgical
tool excessively in the z-axis direction, potentially injuring
the patient’s eyes during clinical operations. Therefore, we
can conclude that both tactile feedback and haptic guidance
are both significant for RAMS.

IV. CONCLUSIONS AND FUTURE WORKS

In this paper, we develop a TIMS system that combines
tactile internet and haptic guidance to enhance the efficiency
of microsurgical training. We utilized deep learning methods
to achieve vision-to-tactile information conversion, which



eliminates the need for assembling expensive micro-force
sensors onto the microsurgical tooltip, making the system
more affordable for tiny clinical centres [24]. The touch
perception for trainees is enabled by a WTD, which is
an essential component of the tactile internet. We used
ROS-Django to connect the leader (human operator) and
the follower robot over the internet and built a web page
interface to allow real-time visualization of the operating
scenes. In addition, haptic guidance is integrated since it
can provide operators with real-time force feedback based
on the deviation between the current surgical tool position
and the optimized trajectory, which can significantly enhance
the efficiency of microsurgical training. Microsurgical skill
analysis is provided by the system to help trainees moni-
tor their progress after each training session. User studies
demonstrated the effectiveness of our proposed system and
the significance of the tactile internet and haptic guidance
function.

In the future, we aim to optimize the trajectory genera-
tion method by implementing advanced imitation learning
to generate trajectories based on visual observations and
incorporate trustworthiness features [25]. Furthermore, we
plan to integrate Mixed Reality technology into the TIMS
framework, which can provide trainees with an immer-
sive operation experience. Additionally, more comprehensive
evaluations will be provided to the users. For example,
the ‘Structured Assessment of Robotic Microsurgical Skills’
scoring framework will be integrated into the training system
[26]. We will invite surgeons to participate in user studies
and perform more complicated tasks such as microvascular
anastomosis, membrane peeling, etc.
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