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Real-Time Tube-Based Non-Gaussian Risk Bounded Motion Planning
for Stochastic Nonlinear Systems in Uncertain Environments via Motion
Primitives
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Abstract— We consider the motion planning problem for
stochastic nonlinear systems in uncertain environments. More
precisely, in this problem the robot has stochastic nonlinear
dynamics and uncertain initial locations, and the environment
contains multiple dynamic uncertain obstacles. Obstacles can be
of arbitrary shape, can deform, and can move. All uncertainties
do not necessarily have Gaussian distribution. This general
setting has been considered and solved in [1]. In addition to
the assumptions above, in this paper, we consider long-term
tasks, where the planning method in [1] would fail, as the
uncertainty of the system states grows too large over a long
time horizon. Unlike [1], we present a real-time online motion
planning algorithm. We build discrete-time motion primitives
and their corresponding continuous-time tubes offline, so that
almost all system states of each motion primitive are guaranteed
to stay inside the corresponding tube. We convert probabilistic
safety constraints into a set of deterministic constraints called
risk contours. During online execution, we verify the safety
of the tubes against deterministic risk contours using sum-of-
squares (SOS) programming. The provided SOS-based method
verifies the safety of the tube in the presence of uncertain
obstacles without the need for uncertainty samples and time
discretization in real-time. By bounding the probability the sys-
tem states staying inside the tube and bounding the probability
of the tube colliding with obstacles, our approach guarantees
bounded probability of system states colliding with obstacles.
We demonstrate our approach on several long-term robotics
tasks.

I. INTRODUCTION

When a robot moves around in the real world, it encounters
all kinds of stochasticity from nature. The uneven terrain, the
volatile weather, and surrounding uncertain moving obstacles
all could pose challenges to the robot navigation. How to plan
motions for the robot to navigate safely and reach the goal
is a long-standing problem.

Traditional planning algorithms, such as rapidly exploring
random tree (RRT), probabilistic roadmap (PRM), and virtual
potential field methods, plan paths in deterministic envi-
ronments. Planning algorithms assuming stochasticity and
uncertainty are mainly limited to Gaussian uncertainty and
convex obstacles [2, 3, 4, 5, 6, 7, 8]. There are also sampling
based methods that do not necessarily assume Gaussian
uncertainty [9, 10, 11, 12].

[1] considered the most general setting so far, where (a)
the system dynamics is stochastic and nonlinear, and the un-
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Fig. 1. Motion primitives and tubes

certainty is not necessarily Gaussian; (b) the initial position
of the system is uncertain and is necessarily Gaussian; (c) the
obstacles can be of arbitrary shape, can deform, can move,
and have arbitrary uncertainty, not necessarily Gaussian. [1]
proposed a trajectory optimization method to plan a path with
bounded risk, where risk is defined to be the probability of
colliding with obstacles or not reaching the goal. However,
since the planned path is open loop, the uncertainty grows
as the system evolves. Therefore, the planning horizon is
limited. We want to plan longer horizons for the robot to
accomplish more complex tasks.

One would think of using closed loop control to track the
nominal trajectory planned by the trajectory optimization.
However, currently closed loop controllers are usually de-
signed for linear systems. For example, in [13], controllers
are designed to steer the stochastic time-varying linear sys-
tem to the goal with desired covariance, while satisfying
chance constraints. It is not obvious how such controller
would behave on a linearized stochastic nonlinear system.
It is also unlikely to incorporate the design of such closed
loop controller into the trajectory optimization for long-term
motion planning.

One approach to long-term tasks is online planning with
motion primitives [14, 15, 16, 17, 18, 19]. For example,
[14] considers state space sampling of motion primitives, and
then use numerical methods to solve for the controller. They
assume the system dynamics is deterministic. In contrast, we
are going to use motion primitives for stochastic systems.

In this paper, we consider the motion planning problem
in the same setting as in [1], satisfying conditions (a)—(c)
listed above, and in addition, we consider (d) long-term tasks,
where the short-term planning method in [1] would fail, as
the uncertainty of the system states grows too large over
a long time horizon. We present a real-time online motion



planning approach to this general problem. We first generate
motion primitives in control space over a discrete time
horizon, and then build a continuous-time tube in state space
for each motion primitive, such that almost all system states
remain in the tube over the discrete time horizon. We provide
theoretical guarantees that the probability of system states
outside of the tube is bounded above by a very small number.
For the uncertain environment, we use concentration inequal-
ities to convert the uncertain obstacles into deterministic risk
contours. During online execution, we verify the safety of
the tubes against deterministic risk contours using sum-of-
squares (SOS) programming. Among all feasible tubes that
stay inside the low-risk contour, an objective is used to score
their corresponding motion primitives, and the one with the
highest score is selected and executed. Our approach bridges
the gap between the low-level discrete-time control sequence
planning of stochastic nonlinear systems, and the high-
level continuous-time state space planning, where safety can
be verified via SOS programming. Our approach provides
theoretical guarantees that the probability of system states
colliding with any obstacle is bounded above by a small
number. We demonstrate our approach on several long-term
robotics tasks.

II. PROBLEM DEFINITION

Consider the stochastic nonlinear dynamical system rep-
resented by

Xep1 = f(Xe, U, wy) (D

where x; € X, u; € U are the state and control inputs at time
t, respectively, X C R" is the state space, Y C R™ is the
control space, n,m € N, wy is the noise at time ¢ and it may
not necessarily have Gaussian distribution. The initial state
Xg can either be deterministic, or can be a random variable
with some known probability distribution, not necessarily
Gaussian. In the environment, there are multiple obstacles,
denoted by O;,i = 1,...,M, where M € NT, and each
obstacle O, has a polynomial representation

O;(w;,t) ={x € X : pi(x,0;,t) <0}, i=1,... M (2)

where p; is a polynomial and @; is a random variable
with some known probability distribution, not necessarily
Gaussian. The obstacle can change its position and shape
over time, and hence the time variable ¢ in the polynomial
representation. Note that we assume the future trajectory of
any obstacle is known with known noise. This assumption is
valid, because there can be a prediction module in the system
that predicts future trajectories of surrounding obstacles. In
fact, in the autonomous driving community, there is a whole
research area devoted to predicting future trajectories of
agents, including vehicles, bicyclists, and pedestrians, in a
traffic scene [20, 21]. We define the risk to be the probability
of collision with any uncertain obstacle at any time step. The
goal is to plan control sequences ug, uy, ... online to steer
the system into the goal region X4,, € X. More precisely,
we want to solve the following planning problem:

Risk Bounded Motion Planning Problem

T-1
Inl}n Ellf(xr) + Z 1(x¢, ug, wy)]
t=0
st Xep1 = f(xe,u,wy), ?:_017 3)
Prob(x; € O;(@;, 1)) < A,, |75, M,

Prob(x7 & Xg0a1) < Agoals
Xo ~ pr(Xo)

where A,, Agoqr € [0,1] are the given acceptable risk
levels, and pr(xg) is the given probability distribution of the
initial system states. We assume that either there is a global
planner, obtained from the method in [22], for example,
which roughly traces out a general path from the initial
position to the goal region, or there is a high-level objective
function that guides the system to the goal region.

A. Notations and Definitions

Let R[z] be the polynomial ring in the variables x =
(z1,...,2z,) with real coefficients. A polynomial p(x) €
R[x] can be written as p(x) = > cyn PaX™, Where o =
(1,...,an) € N and x* =[], " is a monomial in
standard basis.

Let (92, X, i) be a probability space, where (2 is the sample
space, X is the c-algebra of , and u : ¥ — [0,1] is
the probability measure on 3. Suppose x € 1 C R™ is
an n-dimensional random vector. Let & = (ay,...,ay) €
N™. The expectation of x* defined as mo = F[x%] is a
moment of order o, where av = > , ;. The sequence of all
moments of order o, denoted by m,,, is the expectation of all
monomials of order « sorted in graded reverse lexicographic
order (grevlex).

Sum-of-Squares Polynomial: Polynomial P(x) is a sum-
of-squares polynomial if it can be written as a sum of finitely
many squared polynomials, i.e., P(z) = > 7", p;(x)* for
polynomials p;(x), 1 < j < m. Checking if a polynomial is
SOS can be cast into a semidefinite programming program.
One can use the packages like Yalmip [23] and Spotless [24]
to check if a polynomial is SOS.

III. METHOD

In this section, we first review how to convert uncertain
obstacles in the environment into risk contours [25]. Second,
we review how to verify the safety of the tube using risk
contours and SOS programming [25]. Next we present how
to generate motion primitives and their corresponding tubes,
and discuss several points to optimize implementation in
online execution. Finally, we prove the theoretical guarantees
on the bounded risk.

A. Risk Contour Representation of Uncertain Environments

In this subsection, we review risk contours [26], which
have been used in [1, 22, 25].

Suppose we want to bound the risk of colliding with
the obstacle O defined in by A, ie., Prob(x € O) =



Prob(p(x,®,t) < 0) < A. Then, the associated risk contour
is defined as

CA(t) = {x € X : Prob (p(x,0,t) <0) <A} (4)
The following result holds true.
Theorem (Theorem 1 in [25]). The set
Elg®] — E[g]?
Elg?]

where ¢ = —p(x,w,t), is the inner approximations of the
risk contour in (@).

CA(t) = {XGX: < A, Elg] go,} (5)

In the proof of the Theorem above we use concentration
inequalities to provide bounds on random variables [25].
More precisely, by Cantelli’s inequality, for any random
variable z,

E[z?] - E[2]”
E[22] ’

whenever E[z] < 0. Any upper bound on the right-hand
side of (6) would be an upper bound of the probability on
the left-hand size.

The set C2(t) is a region in state space where the prob-
ability of collision with the uncertain obstacle is < A. For
one obstacle, CATA (t) is defined by 2 polynomials. In general,
for M obstacles, the risk-bounded set C2(t) is defined by
2M polynomials, 2 for each obstacle, involving Efg;] and
E[g?], where g; = —p;(x,@,t),i=1,..., M, and C2(t) is
the region in state space where the probability of collision
with any of the M uncertain obstacles is < A.

Prob(z > 0) < (6)

B. Tube Verification

Here we briefly review tube safety verification. The pro-
vided method verifies the safety of the tube in the presence of
uncertain obstacles without the need for uncertainty samples
and time discretization. Curious readers are suggested to
refer to [25] for more details. Given a polynomial trajectory
P(t) parameterized by ¢, a tube around it takes the form

Q(P(t) = {x e R": (x = P(t))"Q(x — P(t)) <1} (7))

where Q € R™*" is the given positive definite matrix and
t € [to, ty].

We can use SOS programming to verify if a tube is inside
the risk-bounded set C2(t) in (5) over the entire planning
time horizon ¢ € [to,ts]. This is the following theorem.

Theorem (Theorem 3 in [25]). Denote Py;(x,t) = El[g?]
and Py;(x,t) = E[g;]. The given tube Q(P(t)) over t €
[to,ts] is inside the risk-bounded set CA(t) in () if the
polynomials of C2 (t) take the following SOS representation:
P, (P(t) 4+ %o,t) — (1 = A)Pyi(P(t) + %0, ) = (8)
0i(t,%0) + 014(t, Xo)(t — to)(ty — t)
+ 09, (t, %0) (1 — % Q%0) [,
Py, (P(t) + %o,t) = )
03i(t,X0) + 04,(t, X0)(t — to)(ty — 1)

+ 05i(t,%0)(1 — )A(OTQXO)H,ZI

where %o € R™ is the variable vector, 0;,(t,%0),j =
0,...,5,2 =1,...,M are SOS polynomials with appropriate
degrees.

As shown in the experiment section, one can verify the
obtained safety SOS conditions in real-time. Note that the
complexity of the provided safety SOS conditions is inde-
pendent of the size of the planning time horizon [to,?/]
and the length of the polynomial trajectory P(t). Hence,
they can be easily used to verify the safety of trajectories
and their neighborhoods represented by tubes in uncertain
environments over the long planning time horizon.

C. Motion Primitives and Their Corresponding Tubes

A motion primitive is defined to be a pre-computed
sequence of control inputs {ug, ..., ur_;} of length T' € N.
When working with stochastic systems, each control u; can
depend on the state random variable x;, i.e., u; = u;(x;).
In general, there are two ways to generate motion primitives
for deterministic systems [14]. One way is to sample the
state space. In this way, the state constraints imposed by the
environment, such as obstacle avoiding and goal reaching,
can be easily satisfied. However, it is hard to satisfy dynamics
constraints imposed by the underlying dynamical system.
The other way is to sample the control space. The states
are formed by simulating forward in dynamics. The state
constraints in this case are not easily satisfied. In light of
this, we consider two ways to generate motion primitives
and their associated tubes. One is based on control space
sampling and the other is based on state space sampling.

1) Method 1: Control space sampling. In this method,
we first sample control sequences from the control space to
get a desired motion primitive. Next, we fit a polynomial
nominal trajectory X¢(t), ¢ € [0, 1], parameterized by 6 in
some parameter space O, and fit a polynomial tube to the mo-
tion primitive. Here, fitting a polynomial nominal trajectory
rigorously means solving the following optimization problem

T

minz |E[xy] — xo(k/T)|?

0cO
€ k=1

subject to  system dynamics
initial state distribution xg ~ p(xg)

If E[xx], kK = 1,...,T, can be calculated analytically or
estimated using sampling, then the problem amounts to
minimizing a polynomial function of 6. Besides solving
the optimization problem, we can also use sampling to
approximately find a good enough 6. The construction of
the tube is to be explained in the next subsection.

2) Method 2: State space sampling. In this method, we
first generate a desired polynomial nominal trajectory X(¢),
t € [0,1], for some § € O. Next we apply trajectory
optimization or sampling to look for the control sequence to
follow the nominal trajectory so that the expected states are
on or near the nominal trajectory. The trajectory optimization



Fig. 2. Motion primitives and their corresponding tubes. The top two
plots are motion primitives and tubes for the underwater vehicle model.
The bottom two plots are motion primitives and tubes for the ground
vehicle model. In each plot, 10,000 samples are simulated forward using
each motion primitive. Each black circle surrounding particles is the
corresponding tube at that particular time step. In the left two plots, the
tube sizes are computed using sampling, and in the right two plots, the
tube sizes are computed using analytical methods. Although the tubes on
the right are larger in size, they provide theoretical guarantees that at least
99.9% of the system states stay inside the tube.

has the form of
T
min |E[xx] — Xo(k/T)|?
ug,...,ur—1 1

subject to  system dynamics (/1

initial state distribution x¢ ~ p(xg)

If this optimization problem can be solved, we get a sequence
of control inputs {uy, ..., ur_1}, which is the motion prim-
itive. Besides solving the optimization problem, we can also
use sampling to approximately find a good enough control
sequence {uy, ..., ur—_1}. Finally, we fit the trajectory with
a tube, which is to be explained in the following subsection.

D. Tube Construction

A tube along the polynomial nominal trajectory X(t) in
the form of

Qu(X(t)) = {x € R"™ : (x — X(1))TQp(x — X(1)) < 1}
(10)

for ¢t € [0,1] is constructed so that the probability of system
states staying inside the tube is > (1 — Atype), where
Agupe > 0 is a small positive number, i.e.,

Prob(xt S Q¢()_((t))) >1-— Atube (11

Here the parameter to be determined is ¢ € &, which
controls the size of the tube. For example, in 2D the tube at
time ¢ can be a disc

Qs (x(t) = {x € R? : |(x — %(1))|* < r*}

and the parameter is ¢ = r~! for Q¢ = ¢ * I>, where Iy is
the 2 x 2 identity matrix.

12)

Note that tube is continuous-time, while motion primitives
are discrete-time. The discrete time steps in motion prim-
itives correspond to ¢t = 0,%,...,L=1 1, in the interval
t € [0,1]. We want to ensure that Inequality holds for
any t = 0, %, RPN %, 1. Clearly a larger tube size would
allow more system states to stay inside the tube, but it would
be more conservative for high level state space planning
when we check the safety of the tube against obstacles. So we
want the tube size to be tight. For certain parameterizations
of tubes, such as discs as in Equation (@) we can use binary
search to determine the min-sized tube, so that a little smaller
in size would break Inequality (TT)). In order for binary search
to work, we need a procedure to verify if the tube of size
¢ satisfies Inequality (IT) or not. There are two ways — one
is sampling, and the other is an analytical method, which
provides theoretical guarantees.

1) Method 1: Sampling. We sample N states, and sim-
ulate forward using stochastic dynamics. Given a ¢, at
each time step k over the horizon 0,1,...,7, the num-
ber of samples inside the tube Q,(X(k/T)) is Nin(k). If
Nin(k)/N < 1 — Apype for some k, then the parameter
¢ is rejected. Otherwise ¢ is feasible. Different from the
analytical method, the sampling method does not provide
any theoretical guarantees, but it usually generates smaller
sized tubes than the analytical method Figure [2]

2) Method 2: Analytical method. The analytical method
applies to systems whose future state moments can be
calculated analytically. This class of systems includes most
robotic systems, such as vehicles and drones, as well as
the examples in [1, 27] and examples in this paper, with
state-independent control inputs or certain state-dependent
controls, which are to be shown in the following examples.
Given a ¢, at each time step k over the horizon 0,1,...,7,
we want

Prob(xi & Qu(X(K/T))) < Atube (13)

ie.,

Prob((xx — X(t))T Qp(xx — X(t)) > 1,t = k/T) < Apupe
(14)

The probability on the left-hand side of (T4) can be relaxed
using concentration inequalities, such as Cantelli’s inequality
(6), and the probability inequality (T4) can be converted to
an inequality involving moments of xj, as in Section [[I[]
If the moment inequalities are satisfied for all &, then ¢
is feasible, otherwise ¢ is rejected. In contrast to sampling,
the analytical method find the min-sized tube that guarantees
Inequality (TT).

Example 1. Consider the underwater robot model given
by

Ti41 = Tt + AT(’Ut + wq,t) COS(Gt + WQt)

. (15)
Yer1 = Yr + AT (v + wyy) sin(0; + wey)

where (x4, ) is the 2D position at time ¢, and the discrete
time interval AT = 0.1. The noise terms w,; and wy; have
uniform distribution on [—0.1, 0.1] at any time ¢. We generate



5 motion primitives with horizon T = 5, and fit each of them
with a quadratic function of the form

X(t) = (x(t),y(t))

l’(t) = 01t
y(t) = o (t)?

for t € [0,1], where § = (61,02) is the parameter. We
choose tube to be discs as in Equation (12), and we use
binary search to find the min-sized tube. The control inputs
of the motion primitives are state independent and hence the
analytical method applies. We use both sampling (Figure [2]
top left) and the analytical method (Figure 2] top right) to
construct the tube for each motion primitive. The analytical
method guarantees that at least 99.9% of the system states
stay inside the tube.

Example 2. Consider the ground vehicle model whose
dynamics is in the form of

(16)

ZTip1 = T + ATv; cos(6y)
Yer1 = Yr + AT vy sin(6)

Ver1 = vy + AT (ar + wy, )
0111 = 0y + AT (uy + we,)

a7

where the state is (x¢, yt,v¢,0;), (x4, y:) is the 2D position
at time t, vy is the velocity at time ¢, and 6, is the angle
at time t. The discrete time interval is AT = 0.1. The
noise w,, has normal distribution with mean 0 and variance
0.09, while wy, ~ 3B, where B has Beta distribution
with parameters (1,3) over [0,1]. The initial distribution
of xy and gy are both normal distribution with mean 0
and variance 0.012, while the initial deterministic states of
vg and 0y are 1 and 0, respectively. Similar to Example
I, we generate 5 motion primitives with horizon T' = 5,
and fit each primitive with a quadratic nominal trajectory
in the form of Equation (I6). The tubes are discs as in
Equation (I2). The control inputs of the motion primitives
are state dependent, and they are to track certain nominal
velocities v; and nominal angles 6;, i.e., the control inputs are
ai = (Vg1 — i) /AT, uy = (0441 — 0;)/AT. The dynamics
for v and 6 essentially becomes vi11 = Vi11 + ATw,,,
and 041 = §t+1 + ATwy,. For this system, the moments
of system states can be calculated analytically. We use both
sampling (Figure [2] bottom left) and the analytical method
(Figure [2| bottom right) to construct the tube for each motion
primitive. The analytical method guarantees that at least
99.9% of the system states stay inside the tube.

E. Online Execution

So far we have constructed various motion primitives and
their corresponding tubes offline. During online execution,
the system, based on the current state, selects a motion
primitive that is risk bounded, verified via SOS programming
in Section [[II-B] with respect to its surrounding obstacles.
The system executes the first one or few steps of the motion
primitive and re-plans based on the new system state, much
like model predictive control (MPC) style planning. One
planning cycle consists of selecting a risk-bounded motion

primitive based on the current state and executing the first
one or few steps of the motion primitive.

The most naive implementation for selecting a risk-
bounded motion primitive is to verify all tubes against all
obstacles, and select one of the tubes that are risk bounded
with respect to all obstacles, and execute its corresponding
motion primitive. Since online computation resources are
limited, we can optimize the implementation in a number
of ways:

« If the motion primitives are ordered from left to right,
viewed in the direction of the current velocity, then
binary search algorithm can be used to look for feasible
tubes against a particular obstacle.

o We only check the safety of the tubes against obstacles
within certain distance of the system. Obstacles far away
can clearly be ignored.

e Use lower order polynomials, such as quadratics, cir-
cles, and ellipses, to represent the obstacles would
make verification faster, though they might be more
conservative.

Finally, instead of picking feasible motion primitives ran-
domly, we can use an objective to rank all feasible motion
primitives and the one with the highest score will be selected.

FE. Theoretical Guarantees and Summary

Theoretical Guarantees of Bounded Risk. During offline
planning, we generate motion primitives, fit polynomial
nominal trajectories, and build tight tubes so that if the tube
starts from the current state, then the probability of system
states staying inside the tube Q(X(¢)) with ¢ € [0, 1], for any
t in the planning horizon of the motion primitive, is at least

1- Atubev ie., fort = 0, %, R I

Prob(x; € Q(x(t))) > 1 — Avupe- (18)

We convert the uncertain environment into risk contours so
that we can check if a tube Q(X(t)) is in the risk-bounded
set C2(t)) using SOS programming. If a tube Q(X(t)) is
inside the risk-bounded set C2(t)), then the probability of
the system states inside the tube colliding with any obstacle
O is bounded by < A,, i.e.,

Prob(x, € Olx, € Q(X(t)) C C2(1)) < A,.  (19)

During online execution, we select a motion primitive whose
tube is inside the risk-bounded set C2(t). Therefore, the
probability of system states colliding with any obstacle is
bounded by A, + Ayype, since

Prob(x; € O|Q(X(t)) C C2(t))
< Prob(x; € O|x; € Q(X(t)) € C2(t))Prob(x, € Q(X(t)))
+ Prob(x; ¢ Q(X(t))) (from Law of Total Probability)
< Ao+ Dtube (from (18), (19)) (20)

The bound in (20) is only for one tube, or one planning
cycle. Suppose the system reaches the goal in N planning
cycles. Then there are N tubes connected consecutively,
paving the path from the initial position to the goal region.
Let Ay denote the event that the system stays in the tubes



over all the IV planning cycles. Let By denote the event that
the system collides with any obstacle over all the N planning
cycles. Then

Prob(Ay) = Prob(x; € Q(x(1)))N > (1 — Awuse)™. (21)
By the same reasoning as in (20),

Prob(By) < A, + (1 — (1 — Apupe)™)
< Ao + NAtube

(22)
(23)

Both and are bounds on the probability of colliding
with any obstacle over the entire N planning cycle. When
Agyupe 18 very small, e.g., 0.001 in our examples, both bounds
are close to each other.

User-side Risk Allocation. Suppose A is the total risk the
user considers. The user can first estimate an upper bound
M on the number of total planning cycles, and then choose
A, and Ayype SO that

Ao + MAtube < A. (24)

Suppose there are N actual planning cycles, where N < M.
Then the risk is bounded by A, i.e.,

PrOb(BN) < Ao + NAtube < Ao + MAtube < A. (25)

For example, suppose we are given a total risk A = 0.1,
and we estimate the number of total planning cycles is
bounded by M = 100. Then we can split the total risk into
halves, choosing A, = MAppe = %A = 0.05, and hence
Agupe = 0.0005. In our experiments, varying A, and Ayype
does not affect conservativeness or efficiency too much.
Algorithm Summary. We summarize the algorithm in Algo-
rithm |1} Note that Line 5 says that we generate risk contours
of the uncertain environment online at each time step. This
can vary depending on the robot platform and the environ-
ment. If the environment is static, then risk contours can be
generated offline. If the environment is highly dynamic, such
as a traffic scene, and if the robot is an autonomous driving
car with strong computing power, then the prediction module
of the car predicts the future trajectories of surrounding
vehicles at high frequency [20, 21] and risk contours can
be form at high frequency, too.

IV. EXPERIMENTS
A. Underwater Robot in Clustered Environment

In this example, we consider the underwater vehicle whose
dynamics is given by Equation (I3). In the environment there
are multiple static obstacles, and we approximate them, in
the spirit of Section in the form of

{(z,y) eR*: (x —2:)” + (y —yi)* <w’}

where (z;,y;) is the center for the i-th obstacle, and w is a
random variable with uniform distribution on [0.3,0.4]. The
risk contours of the obstacles are 4th order polynomials in 2
variables and we plotted only their boundaries in (Figure [3)).
We want the total risk level to be A = 0.2. We estimate the
total number of planning cycles is bounded by 100. So we
choose risk contours with the risk level of A, = 0.1, and

Algorithm 1: Real-Time Tube Based Non-Gaussian
Risk Bounded Motion Planning
Offline:

1 Given a total risk A, estimate an upper bound M of
the total planning cycle, and choose A, and Ayype
satisfying Equation (24).

2 Design motion primitives (Section .

3 Build tubes for the motion primitives (Section .

Online:

4 For each time step until goal is reached:

5 (1) Generate risk contours of the uncertain
environment (Section [[II-A).

6 (2) Check tubes against risk contours (Section |IHE .

7 (3) Rank the tubes that are safe using a user-defined
objective, and choose the one with the highest score
(Section [[II-E).

8 (4) Execute the first one or few time steps of the
chosen motion primitive (Section [[II-E).

N0 | O

08,0, 1 08 0.
oo

Fig. 3.  Underwater Robot in Clustered Environment. Left: Our method.
Right: CC-RRT. The red curves are boundaries of obstacles’ risk contours,
which are 4th order polynomials. The blue piecewise-linear trajectory is the
general path given by the high-level planner. The green circle represents
the goal region. The plot on the left shows two trajectories given by our
method, colored in magenta and cyan, starting from two different initial
positions, marked by two black stars, and reaching the goal in the end. The
plot on the right shows a cyan trajectory given by CC-RRT.

choose Agype = 0.001. We design motion primitives using
the analytical method. The goal region is given by {(z,y) €
R?: (2 —2g)? + (Y —yg)? < 7“3}’ where (24, y,) = (5.5,2)
and r4 = 0.09. The high-level planner provides a general
path represented by the blue piecewise linear trajectory in
Figure 3] The objective to rank the feasible motion primitives
is the sum of squared distance between expected future states
of the motion primitive and the path given by the high-level
planner. The feasible motion primitive that minimizes the
objective is selected.

We assume the initial state has uniform distribution on
the square with side length 1 centered at the point (0, 3).
We sample 100 initial states and apply our method to those
samples. The system re-plans every 2 time steps. All samples
reach the goal while staying inside the tube. The success rate
is 100%. We plotted the histogram of the number of planning
cycles to reach the goal in Figure 4 The max number of
planning cycles is 37, which is less than our estimate of
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Fig. 4. Histogram of the number of planning cycles to reach the goal from
100 initial states.

Fig. 5. Outer approximation of the risk contour of a vehicle. The red curve
is the boundary of the risk contour, which is a 4th order polynomial in 3
variables. The blue ellipse is an outer approximation of the risk contour,
which is a quadratic function in 3 variables.

100. This verifies that our estimate is indeed a good upper
bound.

In Figure 3] Left, we plotted the trajectory starting from

two initial positions, (0,3) and (—0.5,4), both with initial
velocity (1,0). The initial state (—0.5,4) is actually outside
of the initial distribution. The trajectory starting from (0, 3)
finishes in N7 = 34 planning cycles, and hence the risk is
bounded by A, + N1Asupe = 0.134, or A, + (1 — (1 —
Apupe)M) = 0.1335. The trajectory starting from (—0.5,4)
finishes in Ny = 40 planning cycles, and hence the risk
is bounded by A, + NoAyype = 0.14, or A, + (1 — (1 —
Apupe)V?) = 0.1393.
Comparison with CC-RRT. We compare our method with
Chance-Constrained RRT (CC-RRT) method proposed in
[7]. In their setting, the system dynamics is linear and
has Gaussian noise. The initial position of the system has
Gaussian distribution. The obstacles are convex polyhedra.

We apply CC-RRT to the clustered environment and a
trajectory is plotted as a cyan curve in Figure [3] Right. The
system dynamics is simplified as

Teg1 =Tt + AT vyt + Wy
Yer1 = Y + AT x vy 4 + wy ¢

where w; ; and w,; are Gaussian distributions with mean 0
and standard deviation 0.02. Similar to our online planning
method, we do MPC style planning and at each planning
cycle, we do RRT search and the safe candidates are ranked
by an objective function. The objective function is the
distance of the future state to the path given by the high
level planner, plus a weighted distance of the future state to
the goal. The safe candidate with the lowest score is selected
and executed.

o8 most . o3
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o5 o5 o8
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Fig. 6. Ground vehicle changing lanes. The plots are the snapshots of

the state space at time ¢ = 0.2,2.2,5.2,5.5,5.8,6.2,6.8,10, and 13.3.
All vehicles are moving to the right. Blue ellipses are risk contours of the
surrounding vehicles. The camera frame is relatively static to the top left
vehicle, and hence the top left vehicle looks static across the images. In
this scene, two vehicles on the top have almost the same velocity. The cyan
curve represents the trajectory the system has taken so far. The blue dot at
the right end of the cyan curve is the current system position. The system
reaches the goal at time 13.3.

Histogram of number of planning cycles to reach the goal
3

Fig. 7. Histogram of the number of planning cycles to reach the goal
across 20 scenes.

Our method has several advantages over CC-RRT: (i) Our
method can bound the risk using tubes over the continu-
ous state space, while CC-RRT can only check safety at
certain discrete points via sampling. (ii) Our method can
work with nonlinear systems, while CC-RRT works with
linear systems. (iii) Our method can deal with more general
probabilistic distributions, while CC-RRT only works with
Gaussian distribution. (iv) Our method can deal with more
general obstacles, and does not assume the obstacles are
convex, though using simple convex obstacles would speed
up our method.

B. Vehicle Changing Lanes

In this example, we consider the ground vehicle whose
dynamics is given by Equation (I7). We randomly generate
20 scenes. In each scene, there are three uncertain vehicles
moving towards the right. Two are moving on the top lane,
and one is moving on the bottom lane. The initial positions
and velocities of the vehicles vary across the 20 scenes. Each



vehicle has the form
{(z,y) e R*: (x — 2:)® + 4(y — ys)* < w?}

where w has uniform distribution over [0.3, 0.4]. The system
starts from the position (0,0) moving with initial velocity
(1,0), and the goal is to switch lanes from y =0 to y = 1.

We are given a total risk level of 0.3. We estimate an
upper bound on the number of planning cycles is 200. We
use risk contours with the risk level of A, = 0.1 and
A¢upe = 0.001. The risk contour is a polynomial of order 4.
We outer approximate the risk contour by an ellipse, which is
a quadratic function, reducing the order of the risk contour to
2 (Figure [5). We build motion primitives using the analytical
method. There is no high level planner in this example.
Instead there is an cost function (y — 1) + 1002 + 107
I(|0 — w/6| > 0) to minimize, where y and 6 are the states
at the last time step of the motion primitive, and I is the
indicator function. So a motion primitive that approaches
the lane y = 1 while keeping 6 close to O is preferable. The
task is accomplished once y is close to 1 and 6 is close to
0. The system re-plans at every time step.

Among the 20 scenes, the max number of planning cycles
is 150 (Figure , which is less than our estimate of 200,
and hence the total risk of 0.3 is guaranteed. We plotted an
example trajectory at several different time steps in Figure [6]
In this example, N = 133, and hence the entire trajectory
has bounded risk of A, + NAyupe = 0.233 or A, + (1 —
(1 — Apupe)Y) = 0.2246.

V. CONCLUSION AND FUTURE WORK

We have presented a real-time tube-based motion plan-
ning approach for stochastic nonlinear systems in uncertain
environments via motion primitives. Our approach works
for long-term tasks, which trajectory optimization methods,
such as the one in [1], cannot be directly applied. Our
approach guarantees the probability of system states colliding
with any obstacle is bounded above. Our approach is very
practical and can be deployed on various robotics systems.
Future work includes implementation on real robots and
autonomous driving cars.
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