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Fig. 1: We explore how autonomous robot adjustments within task tolerances shape task performance and user experience in mimicry-based telemanipulation.
For example, (A) in a teleoperated writing task, our human-subject experiment results indicate that (B) if the robot autonomously tilts or rotates the pen
within task tolerances to improve pen tip accuracy and motion smoothness, telemanipulation is enhanced by the high-quality robot motions enabled by
task tolerances, despite users lacking full control of the robot.

Abstract— We explore task tolerances, i.e., allowable position
or rotation inaccuracy, as an important resource to facilitate
smooth and effective telemanipulation. Task tolerances provide
a robot flexibility to generate smooth and feasible motions;
however, in teleoperation, this flexibility may make the user’s
control less direct. In this work, we implemented a telema-
nipulation system that allows a robot to autonomously adjust
its configuration within task tolerances. We conducted a user
study comparing a telemanipulation paradigm that exploits task
tolerances (functional mimicry) to a paradigm that requires the
robot to exactly mimic its human operator (exact mimicry),
and assess how the choice in paradigm shapes user experience
and task performance. Our results show that autonomous
adjustments within task tolerances can lead to performance
improvements without sacrificing perceived control of the robot.
Additionally, we find that users perceive the robot to be more
under control, predictable, fluent, and trustworthy in functional
mimicry than in exact mimicry.

I. INTRODUCTION

Mimicry-based telemanipulation maps a human operator’s
hand movement to a robot’s end effector in real time [1],
[2]. The robot is often required to mimic the operator’s
movement as exactly as possible, so we call this paradigm
exact mimicry. However, this approach may cause the robot
to lose manipulability or generate jerky motions because of
the kinematic and dynamic differences between the robot
and the operator. Exact mimicry may be overly restrictive
for some tasks, imposing unnecessary requirements on the
robot.

Many tasks are designed to be accomplished while al-
lowing position or rotation inaccuracy, i.e., tolerances. For
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instance, a writing task requires accurate pen tip positions,
but does not require the pen to be strictly perpendicular to
the surface. Similarly, the rotation of a welding torch around
its axis does not negatively impact the quality of a welding
task [3]. The aperture of a mailbox is generally wider than an
envelope, avoiding the need for accurate alignment to drop a
letter. These task-specific tolerances are naturally utilized by
humans. In principle, these tolerances also give a robot extra
freedom that it can exploit to better execute tasks, e.g., while
writing, a robot can autonomously tilt the pen to avoid joint
limits or singular configurations. However, in teleoperation,
such autonomous adjustments mean that the user lacks full
control of the robot. The less direct control could harm user
experience and task performance.

In this paper, we explore task tolerances as an important
resource to facilitate functional mimicry in telemanipula-
tion. The functional mimicry paradigm allows a robot to
autonomously adjust within tolerances to generate more
accurate, smooth, and feasible motions. In our previous
work, we presented RangedIK [4] as a real-time motion
generation method that exploits flexibility afforded by task
tolerances. In this paper, we apply RangedIK in a mimicry-
based telemanipulation system and investigate whether task
performance and user experience will be improved given
autonomous robot adjustments within task tolerances.

We conducted a human-subject experiment in which par-
ticipants perform tasks using a teleoperation system with or
without task tolerance exploitation. Our results indicate that
autonomous robot adjustments within task tolerances lead
to equal or better performance without sacrificing perceived
control of the robot. Moreover, the participants perceived
the robot was more under control, predictable, fluent, and
trustworthy when it exploited task tolerances than when it
exactly followed the users’ commands.

The central contribution of this paper is empirical evidence
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showing that exploiting the flexibility in task tolerances
enables a robot to generate more accurate, smooth, and
feasible motions, leading to better task performance and user
experience in mimicry-based telemanipulation.

II. RELATED WORKS

We review relevant prior research from three areas: shared
control methods, user perception of shared control systems,
and semi-constrained tasks.

A. Shared Control

Niemeyer et al. [5] organize teleoperation control methods
in a spectrum that involves direct and shared control. Direct
control allows the user to unambiguously control the robot,
while shared control seeks to provide some autonomous
assistance, such as obstacle avoidance [6], [7], [8], [9], [10]
or guidance to an effective motion or strategy [11], [12].
The teleoperation paradigm explored in this paper aims to
gain benefits from both direct and shared control: it makes
autonomous robot adjustments for more accurate, smooth,
and feasible motions while preserving directness in the users’
control. Below, we further articulate the distinctions between
our method and prior shared control works.

Both our system and some shared control works au-
tonomously control a subset of an end-effector’s degrees of
freedom (DoFs). However, our system exploits the DoFs that
are task-irrelevant to improve robot motion quality, while
shared control systems often take over task-relevant DoFs
to reduce a user’s workload, e.g., autonomously rotating a
manipulator’s gripper for grasping [13], [14]. While most
shared control systems explicitly assist task completion,
the teleoperation paradigm explored in this paper provides
implicit assistance by generating high-quality robot motions.

B. User Perception in Shared Control

While improving safety and performance, shared control
may make the user’s control less direct, suggesting a trade-
off between performance and perception [15]. While some
prior works have shown that user satisfaction of a shared
control system strongly correlates with task performance
[11], [16], You et al. [6] found that users are willing to
tolerate loss of control and less predictable motions only for
significant performance improvements. Moreover, Nikolaidis
et al. [12] found trust to be inconsistent with performance in
some shared control systems. In our teleoperation paradigm,
although users lose some control of the robot by allowing
autonomous adjustments within task tolerances, we anticipate
that users will still feel in control because the adjustments do
not affect task completion and are natural to users because
humans also utilize task tolerances in manipulation.

To further understand the perception of shared control
systems, prior research has studied intrinsic user qualities,
e.g., Locus of Control (LoC). LoC describes the degree to
which people believe that their behaviors affect the outcome
of events in their life [17]. People with a more internal
LoC believe they have more control over the events in their
life whereas people with a more external LoC believe the

outcome of events is more affected by external forces such as
luck or fate. Prior works have found that people with a high
internal LoC have trouble giving up control to an autonomous
system [8], [9]. Therefore, we anticipate that users with a
high internal LoC are more sensitive to the autonomous robot
adjustments in our functional mimicry paradigm, leading to
less improvements in task performance and user perception.

C. Utilizing Flexibility in Semi-Constrained Tasks

A task with tolerances is semi-constrained, as it does not
impose strict constraints to all six degrees of freedom of the
end effector, constructing a null space in which the robot
can freely move. Prior works have exploited the flexibility
in semi-constrained tasks by projecting a secondary task
into the null space of a semi-constrained task. Common
secondary tasks include self-collision avoidance [18], sin-
gularity avoidance [19], compliant behavior [20], balancing
a humanoid robot [21], [22], or conveying emotions [23]. In
contrast to previous work, our robot exploits the flexibility
in a semi-constrained task to generate accurate and smooth
motions and we explore its effects in mimicry-based telema-
nipulation.

To generate motions that utilize flexibility in semi-
constrained tasks, several semi-constrained motion planners
have been presented [24], [3], [25], [26], [27]. While semi-
constrained motion planners can effectively generate mo-
tions for path following, they are not appropriate in time-
sensitive scenarios such as teleoperation. In this work, we
employ RangedIK[4], which is a per-instant pose optimiza-
tion method, to exploit task tolerances and generate robot
motions in real time.

III. FUNCTIONAL MIMICRY

In this section, we introduce functional mimicry in contrast
to the commonly-used exact mimicry, discuss task tolerances
that are exploited by functional mimicry, and describe how
RangedIK enables functional mimicry.

A. Mimicry-based Telemanipulation

A mimicry-based telemanipulation system maps the six
degree-of-freedom (DoF) movement of a user’s hand to
the robot’s end effector in real time. Such mimicry-control
methods have been shown to be intuitive and effective in
many applications [1], [2]. In this paper, we call these
methods exact mimicry because the robot tries to match all
six DoFs. In reality, 6-DoF matching is often challenging
because of the kinematic and dynamic differences between
a robot and its human operator. Moreover, some DoFs are
actually task-irrelevant and do not require high accuracy.

While exact mimicry treats both task-relevant and task-
irrelevant DoFs uniformly, functional mimicry deliberately
sacrifices the accuracy in task-irrelevant DoFs to improve
the accuracy in task-relevant DoFs. Specifically, functional
mimicry allows a robot to autonomously move in task-
irrelevant DoFs to generate smooth and feasible motions.



B. Task Tolerance

Throughout this paper, task tolerances are specified as
the amount of position or rotation inaccuracy allowed to
complete a manipulation task. Task tolerances can facilitate
task completion, enabling humans or robots to conduct
the task without accurately manipulating all six DoFs. We
describe task tolerances using the allowable inaccuracy in
each DoF (examples are in Table I).

A task with tolerances often involves objects that have
rotational symmetry or large effective regions. Rotational
symmetry occurs when an object is equivalent under any
rotation about a certain axis. Common objects with rotational
symmetry include pens, bottles, and bowls. Rotational sym-
metry simplifies not only the manufacturing process (e.g.,
using a lathe) but also the usage of an object, i.e., users
can manipulate one fewer rotational DoF. The rotational
DoF about the rotational symmetry axis has unbounded
tolerances.

Aside from rotational symmetry, large effective areas also
create task tolerances. The effective parts, or working areas,
of many daily objects are designed to be larger than needed,
such as the edge of a knife or the aperture of a letter box.
Even a pen has a large spherical effective area on the pen tip
to ensure enough contact with the writing surface when the
pen is tilted. The position or rotational DoFs in the effective
areas have bounded tolerances.

C. Exploiting Task Tolerance

In this section, we describe how we use RangedIK [4]
to exploit task tolerances to enable functional mimicry. To
perform a task with tolerances, the DoFs of a robot’s end-
effector can be classified into three categories: (1) a DoF
with zero tolerance requires the robot to accurately match a
specific goal, e.g., a writing task requires accurate pen tip
positions; (2) a DoF with unbounded tolerance provides the
robot a range of equally valid goals, such as allowing a pen
to rotate about its principal axis; and (3) a DoF with bounded
tolerance gives the robot a range of acceptable goals with a
preference toward a specific goal, e.g., allowing a tilting pen
but preferring it to follow user’s commands. RangedIK is a
real-time optimization-based motion synthesis method that is
able to accommodate these three categories of requirements
within a single, unified framework. With other objectives
to avoid self-collision, maintain manipulability, keep joint
positions within limits, and minimize joint velocities, ac-
celerations, and jerks, RangedIK enables a robot to exploit
task tolerances to generate accurate, smooth, and feasible
motions.

IV. USER STUDY

Our evaluation was focused on assessing how automatic
robot adjustments within task tolerances may influence robot
telemanipulation. We pre-registered1 our hypothesis, study
design, measures, sample size, and statistical analyses before
collecting data. Our central hypothesis is that allowing a

1https://osf.io/2ryng/?view_only=a04dac33e23c4448883f79302de0d0b1

TABLE I
TASK TOLERANCES

Task Tolerances
x
(m)

y
(m)

z
(m)

rx
(rad)

ry
(rad)

rz
(rad)

Writing Letters 0 0 0 ±π/6 ±π/6 ±∞
Erasing Lines 0 0 0 0 0 ±∞
Dropping Envelope ±0.05 0 0 0 0 0
Carrying Full Cup 0 0 0 0 ±∞ 0
Pouring Objects 0 0 0 0 ±∞ 0

robot to exploit task tolerances in mimicry-based telema-
nipulation will lead to better task performance and user
experience than requiring the robot to exactly mimic its
operator.

A. Experimental Design & Conditions

Our user evaluation followed a within-participants design,
with each participant working with the robots in both con-
ditions. We counterbalanced the order in which the two
conditions were presented.

Exact Mimicry (control condition): as described in §III-A,
the robot tried to exactly mimic all six degrees-of-freedom
of the participant’s hand movements.

Functional Mimicry (experimental condition): as described
in §III-A, the robot mimicked the participant’s hand move-
ments but was allowed to autonomously adjust within task
tolerances.

B. Experimental Tasks

We constructed five manipulation tasks that have toler-
ances (Figure 2 and Table I). The first two tasks involved
manipulation on a whiteboard and a haptic stylus provided
haptic feedback to assist participants in keeping the end-
effector on the whiteboard plane. The other three tasks
involved large robot movements in free space and we used
a VR Controller as the input device.

1) Writing Letters: This task required participants to write
letters on a virtual whiteboard. To ensure fair comparisons,
we instructed participants to trace the same pattern as quickly
as possible while maintaining accuracy. This task required
accurate pen tip positions but allowed the pen to tilt (ro-
tational tolerances about the x and y axes) or freely rotate
about the pen’s principal z axis. This task was challenging
because it required the pen tip to accurately trace a long
curve.

2) Erasing Lines: With a round eraser as the robot’s end-
effector, participants wiped down a pre-defined, lawnmower
trace on the whiteboard. Participants were instructed to
finish the task as quickly as possible. The round eraser had
rotational symmetry and the robot was free to rotate about
the axis of the eraser. This task required dexterously rotating
the eraser to keep it parallel to the whiteboard while moving
the eraser along a long, continuous path.

3) Dropping an Envelope: This task required dropping
an envelope into a mailbox. Participants were instructed to
finish the task as quickly as possible but avoid collisions with
the mailbox which bends the envelope. The aperture of the

https://osf.io/2ryng/?view_only=a04dac33e23c4448883f79302de0d0b1


Writing Letters Erasing Lines Dropping a Letter Carrying a Full Cup Pouring Objects

Fig. 2: Our human-subject experiment evaluated exact and functional mimicry on five manipulation tasks that have tolerances. Table I lists the tolerances
in the visualized coordinate frame, where red, green, and blue arrows represent x, y, and z axes, respectively.

mailbox is 0.22 m long, enabling positional tolerance along
the x axis.

4) Carrying a Full Cup: Like holding a full cup of water,
participants were instructed to keep a cup upright and carry
the cup to a target position as quickly as possible. A warning
sound was played if the cup was tilted more than 10 degrees.
Keeping the cup upright required dexterous manipulation of
the rotation about the x and z axes, while the rotational
symmetry of the cup allowed unbounded rotational tolerance
about the y axis.

5) Pouring Objects: This task involved pouring 10 binder
clips from one cup to another cup on the tabletop. Partici-
pants were instructed to pour all the binder clips as quickly
as possible. The pouring task required smooth rotation to
prevent spilling.

C. Implementation Details

A participant’s hand motions were captured using a 3D
Systems Touch Stylus at approximately 100 Hz for the
Writing and Erasing tasks and an HTC Vive Controller
at approximately 60 Hz for the Dropping, Carrying, and
Pouring tasks. The hand motions were mapped to the end-
effector of a six degree-of-freedom Universal Robots UR5
manipulator. We used the open-source implementation of
RangedIK2 to generate robot motions at 200 Hz in both
conditions. As described in §III-C, the autonomous robot
adjustments in functional mimicry were enabled by handling
the degrees of freedom (DoFs) with tolerances differently.
Meanwhile, the exact mimicry condition required the robot
to accurately match all DoFs of the end-effector. A button on
the stylus and the trigger button on the Vive controller served
as clutching buttons to connect or disconnect to the robot. To
efficiently display curves for participants to trace or erase, we
implemented a virtual whiteboard using the pygame Python
library on a TV with a resolution of 1920 × 1080 and a
screen size of 1.05m × 0.59m.

D. Experimental Procedure

Upon receiving consent, an experimenter introduced the
goal of the study and the usage of both input devices (a haptic
stylus and a VR controller) to participants. Then participants
were presented the first condition, in which participants
performed practice tasks and then the experimental tasks
described in §IV-B. The practice tasks were simplified from
the experimental tasks: writing a straight line, erasing a small

2https://github.com/uwgraphics/relaxed_ik_core/tree/ranged-ik

area, dropping an envelope into a mailbox that is close to
the robot, carrying a full cup for a short time, and pouring
binder clips into a cup that is close to the robot. Upon
finishing all the practice and experimental tasks, participants
filled out a questionnaire regarding their experience in the
condition. This procedure, including performing the practice
and experimental tasks and filling out the questionnaire, was
repeated for the other condition. Upon finishing both con-
ditions, participants completed a demographic questionnaire
followed by an Internal Control Index questionnaire [28]
to measure their Locus of Control. The experiment ended
with a semi-structured interview. Participants received $10
compensation for about 40 minutes in the experiment.

E. Measures
We employed a combination of objective and subjective

measures to assess participants’ performance and user expe-
rience.

1) Objective measures: We employed completion time
and an error metric to assess the performance of each task.
The maximum time limit to complete each task was 60
seconds. Because the time and the error metric were possibly
associated, e.g., a participant who hurriedly finished the task
in a short time might have a large error, we formulated a
combined metric for each task to aggregate the data. We
combined task time T and error metrics E by normalizing
them over all participants and summing them together.

Combined Metric =
T − Tmin

Tmax − Tmin
+

E − Emin

Emax − Emin
(1)

The resulting range is [0, 2], where a lower value indicates
better performance.

For the Writing task, we formulated a trajectory error
metric to assess how well participants trace the target curve.
The trajectory error metric is the sum of an accuracy score
and a completeness score. The accuracy score is the average
error distance between the pen tip and its closest point on
the target curve. The closest point on the target curve is
marked as reached. To compute the completeness score, we
first associate an arc-length parameter value in [0, 1] to all
points on the target curve. The completeness score is the
maximum arc-length parameter value of the points that are
marked as reached. We normalize the accuracy score over all
participants. The resulting range of trajectory error is [0, 2],
where a lower value indicates a better trajectory.

To measure the performance of the Erasing task, we
measured the area of non-erased marks and reported them

https://github.com/uwgraphics/relaxed_ik_core/tree/ranged-ik


TABLE II
ITEMS IN SUBJECTIVE QUESTIONNAIRE

Control
I felt in control.
I felt I could control the robot.

Predictability
The robot consistently moved in a way that I expected.
The robot’s motion was not surprising.
The robot responded to my motion inputs in a predictable way.
I was often confused about where to move the robot.

Fluency
The robot contributed to the fluency of the interaction.
The robot and I worked fluently together as a team.

Trust
I trusted the robot to do the right thing at the right time.
The robot was trustworthy.

in m2. For the Dropping task, we counted the number of
collisions between the envelope and the drop box, which lead
to bends in the envelope. We counted the amount of time
when the cup was tilted more than 10 degrees to measure
errors in the Carrying task. For the Pouring task, we counted
the number of clips that fell outside of the target cup or
stayed in the robot’s cup.

In addition, we measured the accuracy, smoothness, and
manipulability of robot motions using 6 metrics. Motion
accuracy was measured using mean position error (m) and
mean rotation error (rad) between an end-effector’s pose and
its goal pose specified by the user. The errors were measured
only in the task-relevant degrees of freedom. We used
mean joint velocity (rad/s), mean joint acceleration (rad/s2),
and mean joint jerk (rad/s3) to assess motion smoothness.
Motion manipulability was measured by mean Yoshikawa
manipulability [29], where a higher value indicates better
manipulability.

2) Subjective measures: We administered a questionnaire
based on prior research in mimicry-based telemanipulation
[30] and shared control [15], [31] to measure perceived
control, predictability, fluency, and trust. Additionally, we
employed NASA TLX [32] to assess perceived workload.

F. Participants

We recruited 20 participants from a university campus (10
females, 9 males, and 1 non-binary). Participants, aged 18
to 39 (M = 23.40, SD = 5.03), had a variety of education
backgrounds, including engineering, business, biology, and
communication arts. Through 5-point Likert scale, partici-
pants reported low-to-moderate familiarity with robots (M =
2.35, SD = 1.06), 3D video games (M = 2.65, SD = 1.59),
Computer-Aided Design (CAD) software (M = 2.15, SD =
1.06), and VR controllers (M = 2.40, SD = 1.20). One of 20
participants reported themselves as left-handed, with others
being right-handed. Participants used their dominant hands
to operate the robot.

Participants’ Locus of Control (LoC) was measured using
the Internal Control Index (ICI) [28], which involves twenty-
eight 5-point Likert scales and generates an ICI score ranging
from 28 to 140. Following prior work [33], we equally
divided ICI scores into three categories: high external LoC
(< 65), average LoC (65 − 102), and high internal LoC

(> 102). In our study, 10 participants had average LoC and
the remaining 10 participants had high internal LoC.

G. Results

We first determined whether our data had normal dis-
tributions using the Shapiro–Wilk normality test. For each
measure, if the result of the Shapiro-Wilk test suggested that
the differences between conditions were normally distributed
(p > .05), we employed the two-tailed paired t-test to
evaluate the difference between conditions. If the p-value
of the Shapiro-Wilk test was smaller than .05, we could not
assume normality and used the two-tailed Wilcoxon signed
rank test. Additionally, we calculated Cohen’s d or matched-
pairs rank biserial correlation coefficient [34] to assess the
effect size of normally or non-normally distributed data,
respectively. Figure 3 and Table IV summarize our results.

Task Performance Our results indicate that in the Writing
and Erasing tasks, the participants performed significantly
better (both p < .001) in functional mimicry than in exact
mimicry with large effect sizes (d = 1.16 for Writing and
r = .83 for Erasing). The effect sizes of the other three
tasks were not large enough to lead to statistically significant
differences with the sample size in our study. Our results
show that the autonomous adjustments in task tolerances
do not lead to the detriment of task performance and can
improve the performance of some tasks.

User Perception Our results revealed that participants still
perceive the robot to be under control even though the
robot did not exactly mimic their movements. In particular,
the robot that exploits task tolerances was perceived to be
significantly more under control, predictable, fluent, and
trustworthy, and to require significantly lower workload (all
p-values < .01) with large effect sizes (all Cohen’s ds > .8).

In the post-experiment interview, 18 out of 20 participants
stated that they preferred the functional mimicry robot. Par-
ticipants described functional mimicry in different ways, for
example, P3 commented that “I thought that [the functional
mimicry robot] compensated more for my movements, which
at first I didn’t like, but then once I seemed to get a better
feel for the compensation, it went more smoothly.” We spec-
ulate that the compensation refers to the autonomous robot
adjustments within task tolerances. Moreover, the subtle
adjustments could increase perceived fluency, as described
by P11: “I felt that [the functional mimicry robot] was more
forgiving when I made a mistake. Like it was able to recover
and continue with the task without making big adjustments.”

Motion Qualities As shown in Table III, when functionally
mimicking users, the robot generated more accurate (fewer
position and rotation errors) and smoother (lower velocities,
accelerations, and jerks in the joint space) motions with
better manipulability compared to the robot that exactly
mimicked users, across all the five tasks. The numerical
motion accuracy and smoothness matched the perceived
predictability and fluency reported by the participants. Al-
though prior work [4] has already shown that task tolerances
can be exploited to generate high-quality motions, in this
experiment, the robot was controlled by a user in real time,
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Fig. 3: Box and whisker plots of data from the user perception and performance measures for our experiment. The top and bottom of each box represent
the first and third quartiles, and the line inside each box is the statistical median of the data. The length of the box is defined as the interquartile range
(IQR). The whiskers are within a maximum of 1.5 IQR. TLX Overall means averaged NASA Task Load Index scores.

TABLE III
MOTION QUALITIES†

Task Method Mean Pos.
Error (m)

Mean Rot.
Error (rad)

Mean Joint
Vel. (rad/s)

Mean Joint
Acc. (rad/s2)

Mean Joint
Jerk (rad/s3)

Mean Mani-
pulability

Writing Letters Exact Mimicry 0.091±0.085 N/A‡ 0.133±0.05 1.80±0.7 53.9±19.5 0.067±0.02
Functional Mimicry 0.006±0.009 N/A‡ 0.076±0.04 0.45±0.2 10.5±5.1 0.085±0.02

Erasing Lines Exact Mimicry 0.093±0.074 0.0204±0.007 0.240±0.11 3.11±1.8 91.1±56.3 0.060±0.02
Functional Mimicry 0.025±0.020 0.0107±0.007 0.227±0.08 2.23±0.9 62.9±26.1 0.081±0.02

Dropping an Envelope Exact Mimicry 0.090±0.148 0.0073±0.007 0.150±0.05 1.42±0.5 40.0±15.0 0.053±0.03
Functional Mimicry 0.028±0.042 0.0070±0.004 0.149±0.06 1.18±0.5 32.3±15.7 0.069±0.03

Carrying a Full Cup Exact Mimicry 0.053±0.093 0.0059±0.009 0.179±0.09 1.63±0.8 45.8±19.6 0.048±0.02
Functional Mimicry 0.007±0.004 0.0021±0.001 0.116±0.05 0.90±0.4 24.3±9.3 0.071±0.02

Pouring Objects Exact Mimicry 0.133±0.144 0.0149±0.008 0.218±0.10 2.42±1.9 71.1±71.5 0.035±0.02
Functional Mimicry 0.064±0.065 0.0102±0.005 0.158±0.06 1.35±0.7 35.9±20.8 0.068±0.02

† The range values are standard deviations. The better value between the two telemanipulation paradigms for each measure is highlighted in bold.
‡ The position and rotation errors were measured in the task-relevant degrees of freedom that do not have tolerances. In the writing task, all three
rotational degrees of freedom had tolerances, so no rotation errors were measured.



TABLE IV
STATISTICAL RESULTS OF OUR MEASURES

Metrics Exact
Mimicry

Functional
Mimicry Statistical Test Results

Mean (SD) Mean (SD) t(19) p d

Control 4.08 (1.27) 5.52 (0.97) -4.68 < .001 1.29
Predictability 3.88 (1.04) 5.29 (0.96) -4.84 < .001 1.41
Fluency 3.75 (1.38) 5.10 (1.18) -3.97 < .001 1.05
Trust 4.22 (1.21) 5.25 (1.09) -3.47 .003 0.89
TLX Overall 48.3 (18.9) 33.6 (16.0) 4.10 < .001 0.84
Writing Metric 1.21 (0.40) 0.75 (0.38) 4.55 < .001 1.16
Writing Error 0.72 (0.46) 0.32 (0.32) 3.29 .004 1.01
Erasing Error 0.03 (0.02) 0.01 (0.02) 3.82 .001 1.01
Dropping Metric 0.47 (0.30) 0.48 (0.44) -0.06 .952 0.02
Pouring Metric 0.99 (0.77) 0.69 (0.62) 1.24 .230 0.43
Pouring Time 40.1 (17.1) 35.3 (13.2) 0.88 .391 0.31

Mdn (IQR) Mdn (IQR) W p r

Writing Time 59.2 (0.88) 48.0 (0.10) 176 < .001 0.84
Erasing Metric 1.68 (0.77) 1.08 (0.21) 174 < .001 0.83
Erasing Time 59.5 (0.71) 59.2 (0.4) 116 .020 0.61
Dropping Time 21.5 (9.10) 20.8 (11.6) 28 .622 0.13
Dropping Error 0.00 (1.00) 0.00 (0.25) 4 .809 0.09
Carrying Metric 0.32 (0.37) 0.27 (0.26) 16 .784 0.08
Carrying Time 19.9 (14.1) 19.8 (6.18) 64 .245 0.30
Carrying Error 3.15 (3.68) 2.70 (5.48) 41 .332 0.27
Pouring Error 1.50 (10.0) 0.00 (0.25) 30 .164 0.45

For normally distributed data, we report the mean value with standard
deviations, t-test results, and Cohen’s d. For non-normally distributed
data, we report the median with interquartile ranges, Wilcoxon signed
rank test results (W is the signed-rank sum), and rank biserial
correlation coefficient r [34].

in contrast to following a pre-defined trajectory in prior work.
Our results indicate that, in mimicry-based telemanipulation,
autonomous robot adjustments within task tolerances enabled
higher-quality motions, leading to user experience and per-
formance improvements.

V. DISCUSSION

In this work, we investigated functional mimicry as a
smooth and effective telemanipulation paradigm. Functional
mimicry allows a robot to exploit flexibility in task tolerances
to generate more accurate, smooth, and feasible motions.
Our user evaluation demonstrated that the autonomous ad-
justments within task tolerances led to equal or better per-
formance without sacrificing perceived control of the robot.
Moreover, the functional mimicry manipulator that exploited
task tolerances was perceived to be more under control,
predictable, fluent, and trustworthy than the manipulator that
exactly mimicked its human operator. Below, we discuss
additional findings, limitations of this work, and implications
for future teleoperation systems.

A. Subgroup Analysis

Figure 4 shows our subgroup analysis results. As men-
tioned in §II-B, prior works have found that people with a
high internal Locus of Control (LoC) have trouble giving up
control to an autonomous system. We observed a similar phe-
nomenon in our study. Although not statistically significant,
the autonomous adjustments provided in functional mimicry
led to less performance and perception improvement in high
internal LoC participants than in participants with an average
LoC. Moreover, we also classified participants’ expertise
according to their reported familiarity in operating robots,
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Fig. 4: Our subgroup analyses explore the effects of functional mimicry on
different types of users. The performance improvements are the differences
between the combined objective metrics in each paradigm, which are
averaged over the five tasks. The perception improvements are the differ-
ences between subjective measures in each condition, which are averaged
over the four subjective scales. For both the performance and perception
improvements, a more positive value indicates a larger improvement in the
functional mimicry condition compared to the exact mimicry condition.

avatars in video games, and virtual objects in Computer-
Aided Design software or virtual reality. We identified 9
participants with low expertise and 11 with high expertise.
Although not statistically significant, functional mimicry
brought a larger performance and perception improvement
in expert users than in non-expert users. We note that
the result is not directly comparable with what is found
in prior shared control work [10], where non-expert users
benefit more from autonomous assistance. As described in
§II-A, in prior work the shared control system explicitly
assists users in avoiding obstacles and directly contributes
to task completion, so non-expert users with insufficient
obstacle avoidance skills gain more benefits from the explicit
assistance. Meanwhile, our system implicitly assists them by
generating high-quality robot motions. While both expert and
non-expert users benefit from the high-quality motions, we
speculate that expert users can take more advantage of the
high-quality motions to complete the manipulation tasks.

B. Limitations

While our results demonstrate the potential for functional
mimicry to provide smooth and effective telemanipulation,
the limitations of the present work suggest directions for
future research. In our empirical study, participants and
the robot were located in the same room, which gives the
participants perfect situational awareness of the robot and
its surroundings and allows the robot to be controlled with
low latency. With limited situational awareness (e.g., viewing
the robot’s workspace through a camera) and high latency,
human operators may be more sensitive and disturbed by
autonomous robot adjustments, even if they are within task
tolerances. Future work should evaluate functional mimicry
when the human operator and the robot are in separate
physical spaces. While this work demonstrates the benefits
of exploiting task tolerances, the task tolerances in our
experiment were manually specified. Future work should
investigate algorithms to automatically detect task tolerances.

C. Implications

Instead of forcing a robot manipulator to exactly mimic its
human operator, a mimicry-based teleoperation system can
allow some task-specific inaccuracy. Such flexibility in task
tolerance can be exploited by a robot to generate accurate,



smooth, and feasible motions, leading to user perception and
performance improvements. We believe that our interaction
paradigm is beneficial to teleoperation of welding, sanding,
painting, wiping, pouring, and many other tasks that allow
some positional or rotational inaccuracy. Additionally, our
user study results suggest that autonomous robot adjustments
do not impede perceived control of the robot as long as the
end-effector poses are within task tolerances. This finding
provides a robot more freedom to enhance motion generation.
Aside from the improved accuracy, smoothness, and manip-
ulability demonstrated in this work, we believe that other
aspects of robot motions, such as legibility, predictability
[35], and expressiveness [36], can be enhanced with the
flexibility in task tolerances.
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