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ABSTRACT
This paper describes a novel method for calibration of free-
hand three-dimensional (3D) ultrasound. A position sensor
is mounted on a conventional ultrasound probe, thus the set
of B-scans can be localized in 3D, and can be compounded
into a volume. The calibration process aims at determining
the transformation (translations, rotations, scaling) between
the coordinates system of images and the coordinate sys-
tem of the localization system. In our study, the phantom
used to calibrate the 3D ultrasound system is a plane. It
provides in each image a strong, straight line. The calibra-
tion process is based on the set of lines in 2D images form-
ing a plane in 3D. Points of interest are extracted from the
ultrasound sequence. The eight parameters of the transfor-
mation are determined with an iterative algorithm which is
based on the principle that correct registration between the
plane and the points of interest provides correct calibration.
Validation of this method has been performed on synthetic
sequences. This calibration method is shown to be easy to
perform, completely automatic and fast enough for clinical
use.

1. INTRODUCTION

Nowadays, more than one out of every four medical imag-
ing studies is performed with ultrasound. 2D ultrasound is
popular because of its non-invasive nature, its real time ca-
pability and relatively cheap cost of acquisition. The pur-
pose of three-dimensional ultrasound is to dismiss the main
drawback of traditional two-dimensional ultrasound imag-
ing which is its weak capability of issuing quantitative ac-
curate morphometric information. Furthermore, 3D ultra-
sound facilitates extensive investigation and allows accurate
measurements of organ volumes.

A 3D examination can be broken into three stages : ac-
quisition of images, reconstruction and visualization. The
acquisition stage is significant because it strongly determines
the final results. Three solutions have been proposed to ac-
quire images: freehand acquisition systems (manual sweep-
ing), mechanical systems and three-dimensional probes. To

acquire 3D images, it seems natural to modify classical probe
to explore directly the patient in 3D with a 2D array. Al-
tough this solution is a promising way for 3D ultrasound,
2D phased array of elements is still at an experimental stage.
As a matter of fact, technical problems (interactions be-
tween the transducers, cumbersome interfacing, complex
electronics, etc.) are currently a challenging subject of re-
search. Finally, the last option is to automate the motion
probe with a mechanical system. It produces sequences of
regular echographic images of the patient. There are three
types of mechanical movements : linear, rotational and fan.
The three-dimensional reconstruction is then accurate, but
these types of systems suffer from a lack of freedom of
movement.

The technique used in this paper is a 3D freehand acqui-
sition. The freehand solution consists in fixing a localization
system on the probe, which continuously gives the position
and orientation of the probe. The localization system can be
magnetic, optic, acoustic or mechanical. We choose a mag-
netic system because this type of device provides a flexi-
ble and low-priced solution. Moreover, electromagnetic de-
vices can be easily used for routine applications. This type
of system have already been successfully widely used for
3D ultrasound (e. g. [1, 2, 3]).

The calibration consists in determining the relation be-
tween any point of the ultrasound image and its coordinates
in the fixed reference mark related to the system of localiza-
tion. It is an crucial step because it has a significant impact
on the quality of reconstruction. However the calibration
process is independent of the localization system.

When the calibration is performed, the 3D volume can
be reconstructed. 3D surface models and voxel-based vol-
ume models are the most popular methods to reconstruct the
3D volume ([4]). Finally, the data may be visualized with
many techniques : surface-based, volume-based, re-slicing,
panoramic viewing, multi-planar.

This paper focuses on the calibration stage for freehand
3D ultrasound. We propose a new algorithm which is based
on the hypothesis that correct registration between the ge-
ometry of the phantom and the points of interest provides



correct calibration.

2. CALIBRATION ISSUES

During the reconstruction, each pixel of each scan has to be
localized in the reconstruction volume. It is thus necessary
to determine the transformation between a pixel of the 2D
image and a point in the reconstruction volume. In general,
the calibration problem can be formulated in the following
way ([3]):
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denotes the transformation from B scan to re-
ceiver coordinates,

�
�
the transformation from receiver to

transmitter coordinates,
� �

the transformation from trans-
mitter to phantom coordinates, � and � column and row in-
dices of the pixel in the image, � � and � � scaling factors
( %&%('*) �,+.-�/ ). Thus, the coordinates of each pixel are ex-
pressed first in the coordinate system of the receiver 0 , then
to the transmitter

�
and finally to the reconstruction vol-

ume 1 . The different coordinate systems are illustrated in
figure 1.

In this formulation, we assume that the ultrasonic beam
is a plane. This hypothesis can be done because beam thick-
ness accounts for only some of the errors in real calibration.
The RMS error is relatively insensitive to beam thickness
([3]).

Fig. 1. Coordinate systems

The calibration amounts to estimating the matrix
�2	

and
the coefficients ��� and ��� . We have to determine a rigid-
body transformation with six parameters (three for transla-
tions and three for rotations) and two scaling factors. The
calibration is generally carried out in the following way: af-
ter scanning a phantom whose 3D geometrical properties

are known, the calibration is then based on this geometry
being recovered in the sequence of ultrasound images.

Many phantoms like points ([1, 2, 5, 6]) or plane ([3])
exist and some studies ([3]) have been conducted to com-
pare these phantoms. The cross-wire and the three-wire
techniques suffer from relatively poor repeatability and ex-
tremely long calibration times. It has appeared ([3]) that
using a flat plane produces lines which can be reliably and
automatically detected.

Blackall et al. recently proposed [7] an image registra-
tion approach to calibrate freehand 3D ultrasound. The idea
is that a consistent calibration gives an optimal similarity
measure between the ultrasonic images of the phantom and
a 3D model of this one, whose geometry is perfectly known.
Registration is obtained by the maximization of normalized
mutual information ([8]). The final results of precision and
reproductibility are comparable with the method using point
based phantom, but with a reduced time of image acquisi-
tion (2 minutes).

Finally, in [5] and [7], it is necessary to know the co-
ordinates of the landmarks in the space of reconstruction.
This can be done with a high degree of accuracy using an
optical pen but this step is tedious and time-consuming.

No solution so far have been proposed to solve this pro-
blem in fully and fast automatic way. In order to meet the
requirement of 3D ultrasound on routine applications, we
aim at proposing a calibration technique which is easy to
use, rapid, robust and completely automatic.

3. METHOD

With the aim of carrying out a simple, fast and completely
automatic calibration, we have chosen to use a plane phan-
tom. This type of phantom is very easy to use. Moreover, it
provides in each image a strong, straight line which can be
automatically detected with high accuracy.

Our algorithm is based on the principle that a correct
calibration of the parameters gives an optimal registration of
the ultrasonic images with the plane. In each image, we fisrt
extract points belonging to the line produced by the water
bath. To obtain these points, the gradient image of each B-
scan is computed. The highest gradient points are retained.
Points of interest have to be aligned with the plane. Let 0
be the set of points of interest, given the equation of the
plane, calibration parameters are estimated to minimize the
euclidian distance between the plane and the points of R.
Then, distance between the plane and each point of interest
have to be computed and the function 3 to minimize is :
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where
C 4 M �;OPD

is the euclidian distance between the planeM and the point
O

, and 0 denotes the set of
F

points used
for the registration.

� � �6� � ��� 7 are the translation parameters,:<�6=>�8?
are the rotation parameters, and � � � � � are the two

scaling factors. The euclidian distance between the plane M
and a point

O
is given by :C 4NM �*OPD � @ � ����� A�� ���	� B�
 ���	� C

(3)

where
@ �<A��>B

and
C

are the normalized planar coefficients.
The coordinates of

O
given by the vector 4 � ��� ��� ��� ��
 ��� D

are expressed in the coordinate system of the transmitter.
Unlike [3], we do not use any fixed reconstruction vol-

ume (here, the water bath), then equation of the plane is
given in the coordinate system of the transmitter. Therefore
we have to estimate the coefficients

@.�*A��6B
and

C
. The planeM has no particular equation in the coordinate system of the

transmitter. So, from the equation (1), we can eliminate the
matrix

� �
.

Using this formulation, twelve parameters have to be es-
timated. Given an initial estimate of each parameter, the
best parameters may be determined using a classical opti-
mization algorithm. Since gradient of 3 can be easily com-
puted, the Levenberg-Marquardt algorithm is used to esti-
mate the six parameters in the 3D transformation matrix,
the two pixel scaling factors and the four plane coefficients.

4. NUMERICAL ISSUES

Our algorithm has been tested with synthetic sequences. A
recurrent problem in medical imaging is that ground truth is
never exactly known. Therefore it is interesting to evaluate a
method with synthetic sequences where optimal parameters
are exactly known. Thus, we can evaluate the precision and
the repeatability of the calibration algorithm. Moreover, it
is possible to test the intrinsic precision of our method, be-
cause with synthetic sequences, many types of errors are
eliminated (localization errors of each B scan, errors due to
beam thickness...).

The initialization stage of the algorithm is also an im-
portant part of the method that we have to evaluate. To test
the influence of the initialization step, we initialize the al-
gorithm with random values chosen with uniform law. For
each parameter, a initialization domain has been defined
with respect to known optimal parameters. For each test, the
algorithm was tested with 40 starting estimates, with combi-
nations of  20 mm and ��  �� for the rigid transformation
parameters, and  30% for the scaling factors.

To shorten the computation time, we propose an hierar-
chical algorithm. The complexity of the algorithm only de-
pends on the number of points of interest used to compute
the minimisation of 3 . Classically, to shorten computation
time, a multiresolution algorithm is used. With the same
idea, we can divide the optimization part in three different

steps. With a fixed number
F

of points of interest, the first
optimization part is done with a third of

F
points, then the

second part with two thirds of
F

points, and finally, with all
the extracted points.

5. RESULTS

The method was tested with three synthetic sequences of 61
images. In each case, the size of the image is 256 by 256
(pixels). Ultrasound images are classically corrupted by the
presence of speckle noise. To test the algorithm with realis-
tic sequences, we add speckle noise to images. Speckle can
be modeled with the Rayleigh law. The Rayleigh probabi-
lity density function is defined by the following equation :
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Speckle is generally modeled as a multiplicative noise :� Q ������ 
, where

�� 
is the original image,

� Q is the cor-
rupted image and

�
is the speckle pattern. As speckle noise

is a multiplicative noise, we add noise to a gray background
of the image where � is equal to 1. Around the plane, we
accentuate noise and � is equal to 10.

Figure 2 illustrates speckle effect on the original se-
quence.

Fig. 2. Original and added speckle noise sequences.

5.1. Complexity and computation time

As mentioned above, the complexity of the algorithm de-
pends on the number of points of interest used to compute
the minimisation of 3 . The synthetic sequences are com-
posed by 61 images. According to our experiments, it seems
reasonable to take about five hundred points of interest for
the whole sequence, which means ten points per image.

The computation time depends on the number of ex-
trated points, the initialization domain and the desired pre-
cision in the optimization step. The computation time for
the three synthetic sequences is reported in table 1, and is



Mean Error Standard Deviation Mean Time
Sequence 1 0.6546 0.1849 0.0040 3.2140 1.9963 0.0044 22.76
Sequence 2 0.5146 0.1473 0.0010 2.7600 1.6552 0.0109 31.26
Sequence 3 0.6143 0.1472 0.0020 3.0164 1.9749 0.0121 29.52

Table 1. Calibration results : Mean error and standard deviation are given for translations, rotations and scaling factors. The
results for translations are in mm, for rotations in degrees, for scaling factors in mm/pixel and for mean time in minute.

equal to approximatively 25 minutes in each case. The hier-
archical decomposition of the optimisation step has divided
the computation time by a factor of 2. However, the algo-
rithm has been tested with a quite large initialization domain
to evaluate its robustness and the computation time is very
dependent to the initialization domain. We have tested our
algorithm with the same initialization domain as [7] and the
computation time decreases to ten minutes.

5.2. Precision and reliability of the algorithm

To evaluate the quality of the results, the mean of the dif-
ference between the estimated parameters and the known
optimal parameters, and the standard deviation are calcu-
lated. Mean error indicates the convergence of the algo-
rithm to the solution and standard deviation indicates the
reliability of the results. Calibration results are summarised
in table 1. These results indicate that even with noisy se-
quences and a large initialization domain, the calibration
appears to be quite accurate. With the same initialization
domain as [7], standard deviations for translations and for
rotations are divided in half. These results show that our
calibration method is accurate enough to be used in clinical
applications.

5.3. Comparison with Stradx results

Mean Error
Sequence 1 1.3833 0.9011 0.0095
Sequence 2 1.5979 0.5932 0.0056
Sequence 3 0.8672 0.1522 0.0036

Table 2. Stradx calibration results : Mean error is given
for translation (mm), rotations (deg) and scaling factors
(mm/pixel).

Finally, we have tested the three synthetic noisy sequences
with the Stradx software, developped by [3] at Cambridge
University. The results are summarised in table 2. With the
presence of fully-developped speckle in each sequence, line
detection parameters in Stradx have to be tuned, otherwise
Stradx algorithm could fail to converge. It would be un-
fair to compare directly our results with the results obtained

with Stradx, since the latest strongly depend on the tuning
of the line extraction parameters.

6. CONCLUSION

We present in this paper a novel fully automatic method
for performing a calibration of a 3D freehand ultrasound
system. The calibration parameters are determined using
an iterative registration algorithm between a plane phantom
and points of interest extrated in 2D images. The method
has been shown to be robust, accurate and fast enough for
clinical use.
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