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ABSTRACT

Cell segmentation and tracking in microscopy images are of
great significance to new discoveries in biology and medicine.
In this study, we propose a novel approach to combine cell
segmentation and cell tracking into a unified end-to-end deep
learning based framework, where cell detection and segmen-
tation are performed with a current instance segmentation
pipeline and cell tracking is implemented by integrating
Siamese Network with the pipeline. Besides, tracking per-
formance is improved by incorporating spatial information
into the network and fusing spatial and visual prediction. Our
approach was evaluated on the DeepCell benchmark dataset.
Despite being simple and efficient, our method outperforms
state-of-the-art algorithms in terms of both cell segmentation
and cell tracking accuracies.

Index Terms— Cell segmentation, cell tracking, deep
learning, end-to-end, Siamese Network, spatial information

1. INTRODUCTION

Quantitative analysis of microscopy images provides valuable
information for understanding cell structures and cell behav-
iors, which is of great significance in biology and medicine
study. To analyze cell behaviors, it is essential for clinical re-
searches to perform cell segmentation and tracking to identify
individual cells and follow them over time [1]. However, the
low quality of microscopy images presents special challenges
to these tasks.

In recent years, deep learning has proved to be a power-
ful tool of feature extraction and demonstrated its successful
applications in biomedical image analysis. For cell or nuclei
segmentation, many studies adopted semantic segmenta-
tion architectures such as U-Net to predict foreground and
background areas, followed by post-processing procedures
[2]. These methods targeted at capturing details but lacked
sufficient object-level information, leading to difficulty in

separating individual instances. A few studies used detection
based methods and performed segmentation on each de-
tected instance, such as Mask R-CNN [3][4]. These methods
demonstrated superior performance in identifying individual
instances and no extra post-processing is needed.

The improved detection and segmentation performance of
deep learning benefits the subsequent cell tracking task. Most
of current tracking methods are conventional algorithms such
as overlap intersection-over-union [5] and Viterbi [6]], per-
formed independently from detection step. These methods
tend to have poor generalization ability and necessitate tun-
ing numerous parameters. Several methods have been pro-
posed to adopt deep learning approaches in cell tracking task
[7-13]. In [7], a motion model and a classification neural net-
work were combined for cell tracking. [8]] and [9] attempted
to achieve joint cell detection and tracking by predicting cell
position likelihood and motion map with a neural network,
but they were unable to generate segmentation masks. [10],
[[L1]] and [12] used deep learning techniques for both cell seg-
mentation and tracking but these processes were executed in
sequence with two neural networks trained separately. [13]
performed cell segmentation and tracking within a single Re-
current Hourglass Network but showed limited performance
and required complex post-processing steps.

In this study, we propose a novel end-to-end neural net-
work framework, dubbed as CellTrack R-CNN, for concur-
rent cell segmentation and tracking. These tasks are jointly
performed by integrating a Siamese tracking branch with the
Mask R-CNN pipeline, without any extra post-processing
techniques needed. To further enhance tracking performance,
spatial information is incorporated into the tracking branch to
reach learnable relative position encodings of cell instances,
which are then effectively fused with visual features. We
evaluated our method on the DeepCell benchmark dataset
[LO] with state-of-the-art algorithms, and the results demon-
strate superior performance of our CellTrack R-CNN in both
cell segmentation and tracking.
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Fig. 1. Overall pipeline of our proposed CellTrack R-CNN. Cell detection and segmentation are performed by Mask R-CNN,
the architecture in the green box. A Siamese Network branch is integrated into the Mask R-CNN pipeline for tracking. Visual
and spatial features of cell instances in two adjacent frames are extracted and put into the tracking head.

2. METHODS

2.1. Overall Pipeline

The overview of our proposed CellTrack R-CNN framework
is shown in Fig. We employ Mask R-CNN [14] as our
backbone network for conventional cell detection and seg-
mentation. In addition to the three original branches for pre-
dicting classification scores, bounding boxes and segmenta-
tion masks, we design a forth branch with a Siamese Neural
Network [15] to achieve cell tracking across frames. Spa-
tial features are extracted in the form of relative position en-
codings and further aggregated with visual features for better
tracking performance. To perform tracking task incorporat-
ing temporal information, our framework takes as inputs two
adjacent frames to form a training mini-batch.

2.2. Relative Position Encoding

To perform tracking task, we need to identify the same and
different instances across frames. In the original architecture
of Mask R-CNN, only visual features are extracted with con-
volutional neural networks (CNN). However, in microscopy
images, different cells tend to present similar appearance,
making visual information insufficient for cell identification.
Therefore, we propose to incorporate spatial information
into our CellTrack R-CNN for cell tracking. Inspired by [[16]]
which studied relative postion encoding in NLP tasks, the spa-
tial feature of each cell is presented as relative position be-
tween the target cell and its neighboring ones. Specifically,
the coordinate differences in « and y dimension between the
center of target cell and its nearest n cells are concatenated in
sequence as a vector. In this way, a spatial feature vector with
length of 2xn is generated for each cell instance. Parameter
n is set according to the number of cell instances in images.
Spatial vectors are normalized before put into tracking head.

2.3. Tracking Branch

Similar to the Mask R-CNN framework, in the first stage, a
set of candidate boxes is generated from the region proposal
network (RPN). Then the proposed box candidates are used to
crop visual features and extract spatial features of the corre-
sponding cell instance. In the second stage, we add a tracking
head in parallel to the other three branches. Then the obtained
visual and spatial features are fed into the tracking head.

Here we adopt the Siamese Neural Network [[15] in the
tracking head. Siamese Network is used to calculate the sim-
ilarity of two inputs. Two different vectors are put into two
neural networks with shared weights and output a similar-
ity score. Our tracking branch is composed of two tracking
heads for comparing visual and spatial features respectively,
as shown in Fig. 2] In each head, the input vector pair is
first transformed to two 256-D vectors with a fully-connected
layer, then their difference is calculated and finally a similar-
ity score is obtained with another fully-connected layer.

In the first stage, we have obtained features of candidate
proposals in frames ¢ and ¢-1. For every candidate in frame
t, we calculate its similarity scores with candidates in frame
t-1 respectively with the Siamese tracking head. During the
training process, if the candidate pair is instances of the same
cell, the label is set to 1, 0 otherwise. The output similarity
scores within [0, 1] are used to calculate losses with a cross
entropy function. Tracking head is trained in a way that the
same instances have scores close to 1 while different ones
close to 0. The tracking loss is defined as the average of visual
feature loss and spatial feature loss. Our network is trained
in an end-to-end fashion. We add the tracking loss into the
total losses of our CellTrack R-CNN, which now becomes
L=L'r‘pn+Lcls+Lb0x+Lma8k+Lt7'ack~

For inference, each frame in the testing images is pro-
cessed in sequence with our pipeline. Both mask segmenta-
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Table 1. Quantitative comparisons of performance on Deep-
Cell dataset. STH: spatial tracking head. D-T: difference be-
tween detection and tracking accuracy.
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Fig. 2. Architecture of tracking branch

tion and cell tracking are performed on the detected instances.
In the tracking task, all instances of the first frame are re-
garded as new instances of the video and assigned with differ-
ent tracking ids. To identify the same instance across frames,
instances of the current frame are matched to those of the last
frame by calculating their visual and spatial similarity scores.
After getting the scores, we apply a novel prediction fusion
strategy. If the maximum visual and spatial scores correspond
to the same cell instance, we assign its tracking id to the tar-
get cell. Otherwise, we choose the cell with the maximum
overlapping area with the target cell. If the overlapping area
is smaller than a threshold «, we regard it as a new instance
and assign it a new tracking id. If two target cells match to
one cell at the last frame, we regard it as cell mitosis. In
this way, our method is able to match cell instances across
frames and detect appearing, vanishing cells and cell mito-
sis. After processing all frames, our method generates a set of
instance hypothesis and obtains bounding box, classification
score, segmentation mask and tracking id for each instance.

3. EXPERIMENTS AND RESULTS

3.1. Dataset and Evaluation Metrics

We evaluated our method on the public RAW264.7 dataset
in the DeepCell database [10]. It is an annotated dataset spe-
cific to live-cell imaging, including fluorescence images of the
cell nucleus. This dataset provides sufficient image sequences
which is important for deep learning-based cell tracking algo-
rithms. Besides, all images in this dataset are fully annotated
with detection, segmentation and tracking ground truths. The
RAW264.7 dataset contains 13 image sequences and there are
30 images in each of them. We split it into three parts with 8
sequences for training, 2 for validation and 3 for testing.

Method SEG DET TRA D-T
DeepCell [10] 84.63 95.96 95.46 0.50
FR-Ro-GE [2] 81.82 95.12 94.99 0.13
Ours w/o STH 85.22 96.93 94.19 2.74

Our method 85.26 97.14 97.05 0.09
GT DeepCell FR-Ro-GE  Ours

Fig. 3. Visualization of experiment results. Red and green
boxes indicate wrong trackings of DeepCell and missed de-
tections of FR-Ro-GE, while our method performed correctly.

For detection and tracking, we adopted graph-based met-
ric [1]] for evaluation, which was also used in the DeepCell
[LO] study. It represents cell lineage in a form of directed
acyclic graph (DAG) and generates a tracking score by com-
paring DAG of generated results and ground truths. Seg-
mentation performance was evaluated by calculating Jaccard
Similarity Index of matching objects in generated results and
ground truths. These metrics were calculated with publicly
available command-line software packages [[1]. We compared
our method with state-of-the-art methods using these metrics.

3.2. Implementation

We adopted ResNet-50-FPN as the backbone of our Cell-
Track R-CNN and used the pretrained Mask R-CNN model
on MSCOCO Dataset [[17]. Our model was trained end-to-
end for 40 epochs. We used SGD optimizer with momentum
of 0.9 for training with a learning rate of 0.0025. The origi-
nal images were resized to (950, 800) as input of the neural
network. The hyperparameter n in relative position encoding
was set to 4 for this dataset because the minimum number of
cells in an image was 5. Hyperparameter « during inference
was chosen to be 0.1 according to results of the validation set.

3.3. Results and Discussion

In this study, we compared our method with two state-of-the-
art studies [2]][L0]. DeepCell [10] algorithm is the baseline
method of this dataset and FR-Ro-GE [2]] achieves the best



tracking performance on the ISBI Cell Tracking Challenge
[1]. In DeepCell, we also used the segmentation pipeline of
Mask R-CNN for better comparison of tracking performance.

We calculated the detection, segmentation and tracking
accuracies for comparison. Considering that tracking scores
were obtained from detection results, the difference between
detection and tracking accuracy was also calculated to clarify
the tracking performance. As shown in Table[I] our method
achieves the best segmentation, detection and tracking perfor-
mance. Besides, the minimum difference between detection
and tracking score further demonstrates the best performance
of our cell tracking method. Visualization of cell segmenta-
tion and tracking results are shown in Fig. 3]

An important reason that our method outperforms the oth-
ers is the fusion of spatial information with visual information
in the tracking branch. An ablation study was performed to
prove the effectiveness of the spatial tracking head. The re-
sults in Table 1 indicate that by incorporating spatial informa-
tion, the tracking performance shows obvious improvement.
In fact, cell tracking is specially challenging in microscopy
images due to similar appearance of different cells and severe
shape deformations over time, making visual information in-
sufficient to identify individual cells across frames. In this
situation, spatial information, such as the relative position dis-
tribution of neighboring cells, could make great contributions
to cell tracking, which has been confirmed by our study.

In addition to the superior performance, the advantages
of our method are its simplicity and efficiency. As we know,
most current methods perform cell segmentation and track-
ing separately and they often require complex and time-
consuming post-processing steps. For example, FR-Ro-GE
adopted deep learning method only for segmentation and
used a separate conventional algorithm for tracking. Deep-
Cell trained two separate neural networks for segmentation
and tracking, followed by the conventional tracking algorithm
linear programming. However, our method is an end-to-end
pipeline. Effective cell tracking is achieved at the price of
small increase of model and computation complexity based
on an instance segmentation framework.

4. CONCLUSION

To our knowledge, CellTrack R-CNN is the first proposed
framework that performs concurrent cell segmentation and
tracking within a unified neural network without any post-
processing needed. These tasks are fulfilled by integrating
Siamese Network with Mask R-CNN pipeline. Spatial infor-
mation represented as relative position encodings of cell in-
stances is incorporated into the network and proves great ben-
efits to the tracking performance. Our method shows state-of-
the-art performance in terms of cell segmentation and track-
ing. In the future, we will explore more effective strategies
for fusing visual and spatial information and investigate per-
formance of our method under various clinical situations.
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