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ABSTRACT

We study the attention of pathologists as they examine whole-
slide images (WSIs) of prostate cancer tissue using a digi-
tal microscope. To the best of our knowledge, our study is
the first to report in detail how pathologists navigate WSIs
of prostate cancer as they accumulate information for their
diagnoses. We collected slide navigation data (i.e., view-
port location, magnification level, and time) from 13 pathol-
ogists in 2 groups (5 genitourinary (GU) specialists and 8
general pathologists) and generated visual attention heatmaps
and scanpaths. Each pathologist examined five WSIs from the
TCGA PRAD dataset, which were selected by a GU pathol-
ogy specialist. We examined and analyzed the distributions of
visual attention for each group of pathologists after each WSI
was examined. To quantify the relationship between a pathol-
ogist’s attention and evidence for cancer in the WSI, we ob-
tained tumor annotations from a genitourinary specialist. We
used these annotations to compute the overlap between the
distribution of visual attention and annotated tumor region to
identify strong correlations. Motivated by this analysis, we
trained a deep learning model to predict visual attention on
unseen WSIs. We find that the attention heatmaps predicted
by our model correlate quite well with the ground truth atten-
tion heatmap and tumor annotations on a test set of 17 WSIs
by using various spatial and temporal evaluation metrics.

Index Terms— Prostate cancer, visual attention, tumor
segmentation, digital histopathology

1. INTRODUCTION

Research on attention tracking in digital histopathology im-
ages has been evolving [1} 2} [3]] in the field of medical imag-
ing. Being able to analyze and predict the visual attention
behavior of a pathologist during the examination of WSIs is
useful in developing computer-assisted training and clinical
decision support systems. For example, pathologists in train-
ing can benefit from visualizing and comparing their attention
behavior to experienced pathologists with specialty expertise

with the goal of improving interobserver variability in tasks
such as Gleason grading in prostate cancer.

Earliest works to interpret attention behavior of pathol-
ogists as they view WSIs of cancer tissue samples, include
[4] that conducted eye tracking studies to determine the ef-
fect of tumor architecture on the grading of prostate cancer
images and [5] that examined the spatial coupling between
eye-gaze and mouse cursor positions during WSI viewing,
and showed that mouse movement tracking data could be a
reliable indicator of a physician’s attention and diagnostic be-
havior. [3]] explored the complex interactions between pathol-
ogists and WSIs that guide diagnostic decision-making us-
ing eye-tracking studies. The study in [6] used a web-based
viewer to record pathologist behavior in order to characterize
diagnostic search patterns (scanning and drilling) using view-
port attention data from a digital microscope. Similarly, we
also used the viewport location, time stamp, and zoom level
data in our study. More recently, the works of [1]] and [2]]
have highlighted the importance of eye tracking and revealed
expertise-related differences in medical image inspection and
diagnosis. However, significantly less focus has been allo-
cated on visualizing the spatiotemporal distribution of visual
attention in relation with the tumor regions. Also, previous
studies have not presented a model that can predict visual at-
tention of pathologists during whole slide image viewing.

In this paper, we provide a detailed analysis of how WSIs
of prostate cancer were examined by pathologists, which is
further correlated with tumor annotations to analyze the dif-
ferences in the viewing patterns of GU specialists and general
pathologists. To the best of our knowledge, we are the first
to study the visual attention of pathologists and predict the
distribution of attention during the histopathologic evaluation
of prostate cancer in WSIs. We measured viewing behavior
by collecting slide navigation data while pathologists exam-
ined prostate cancer WSIs as a reasonable surrogate to capture
visual attention. We constructed visual attention heatmaps
from capturing viewports during examination that we then
compared to tumor regions annotated by a GU expert in or-
der to ascertain where the pathologists focused their attention.
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Fig. 1. Processing of the captured attention data to obtain visual attention heatmaps and scanpaths.

We also analyzed how visual attention varies across different
magnification levels. We used various evaluation metrics to
compare the spatial and spatiotemporal attention distribution
to the annotated tumor regions. Our study is proof of con-
cept for collecting slide navigation data to generate surrogate
visual trajectories and associated attention heatmaps to un-
derstand how pathologists identify cancer presence in WSIs.
Future studies will explore intra- and inter-observer variabil-
ity during the evaluation of more complex cancer features.

2. METHODS

2.1. Data collection

We used QuIP caMicroscope, a web-based toolset for digital
pathology data management and visualization [7] to record
the attention data of 13 pathologists as they viewed Prostate
cancer whole slide images. We asked each participant to
provide their expertise level as: (1) boarded and practising
anatomic pathologist, (2) resident or fellow. Our data came
from 5 Genitourinary (GU) specialists and 8 general pathol-
ogists. Each subject was instructed to view five whole side
images on our web based viewing interface. A GU specialist
selected the five WSIs we used for our study among 342
WSIs of the TCGA-PRAD dataset [8]. Average viewing time
per slide per pathologist was 103 seconds. No compensation
was provided to the pathologists for participation.

Also, in order to compare our attention data with tumor
evidence, we collected tumor region annotations from a GU
specialist on the five WSIs in this study. Please see these tu-
mor annotations in Sec. |§| (second column in Fig. Eka)).

2.2. Data processing

Our attention data provides us information about where and
how long pathologists looked at, and the gaze shifts they made
from one region to another while viewing the WSIs. Fig. [T}
shows our pipeline to process the collected attention data (us-
ing viewport boxes). Our attention data comes in two forms:
(1) attention heatmaps, (2) attention scanpaths.

Attention Heatmap: The attention heatmap shows the aggre-
gate spatial distribution of pathologist attention during WSI
viewing. We assign a value of 1 at every image pixel within a
viewport box and sum up the values over all viewport boxes
to construct our attention heatmap. Next, we normalize this
heatmap to obtain the final attention heatmap, which is:
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where, HM I’L{tm. is the intermediate attention heatmap,
HMY,, —is the final normalized attention heatmap, V is
the number of viewport boxes on a WSI I, and v}, v;,v;,vz
denote the starting and the ending = and y coordinates of the
viewport box v respectively. G is a 2D gaussian with o = 16

pixels that smooths the intermediate heatmap HM/,,,. .

Attention Scanpath: The attention heatmap only captures
aggregate spatial attention distribution. In order to cap-
ture the viewing trajectories, we produce attention scan-
paths from the collected viewport data. We stack the view-
port centers of every viewport box, v in WSI [ in order
to construct our scanpath, SP4,, .. as SPlcntion =
V-1 v
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In Fig.[T} we also show the viewing examination time and
the magnification levels at the viewport centers. In the de-
picted WSI instance, the pathologist spent less than 1 second
at most of the viewports (indicated by the red viewport cen-
ters) and mostly viewed the slide at 2X and 4X magnification.
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2.3. Predicting attention heatmaps using deep learning

Here we discuss the deep learning model we trained for pre-
dicting attention heatmap over a WSI. We formulate attention
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Fig. 2. Our model, ProstAttNet for predicting visual attention
on whole slide images of Prostate cancer.

Heatmap intensity

prediction as a classification task where the goal is to clas-
sify a WSI patch into one of the NV attention intensity bins
(N = 5 in our study). During training, we discretize the av-
erage pixel intensity of every heatmap patch into an intensity
bin. At inference time, we assign the average pixel intensity
of a bin to the image patch according to the predicted class in
order to construct the patch-wise heatmaps. We reconstruct
the final attention heatmap over the WSI by assembling the
predicted patch-wise heatmaps followed by gaussian smooth-
ing and map normalization.

We trained a CNN model, ProstAttNet (Prostate Atten-
tionNet), to classify an image patch into one of the 5 attention
intensity levels using the pre-trained ResNet34 model [9] as
the backbone followed by a 1 x 1 convolutional layer and two
fully connected (fc) layers. We depict our attention prediction
model, ProstAttNet in Fig.[2] See suppl. for training details.

3. RESULTS

3.1. Qualitative Evaluation

Fig.[3(a) shows ground truth tumor segmentation maps and at-
tention heatmaps for the five H&E WSIs of this study. Atten-
tion heatmaps have a high spatial correlation with tumor lo-
cations in the ground truth tumor segmentation map. We also
predicted attention heatmaps using our ProstAttNet model on
a test dataset of 17 whole slide images (from the TCGA-
PRAD dataset). Fig. [3{b) compares prediction results on two
WSI instances from our test dataset. The ground truth at-
tention heatmap was constructed from slide navigation data
collected from th GU specialist only for the purpose of val-
idating model predictions. We see that the predicted atten-
tion heatmap correlates well with the ground truth attention
heatmap and the ground truth tumor segmentations.

We also compared the viewing behavior of the GU spe-
cialists and the general pathologists in our study. In Fig. [
we show how pathologists examined WSIs of Prostate cancer
by overlaying navigation scanpaths on H&E images and gen-
erating attention heatmaps to compare overall behavior of all
pathologists, which is subdivided to evaluate potential differ-
ences in behavior between genitourinary (GU) specialists and
general pathologists for one of the cases in our study. We also
generate attention heatmaps with respect to the viewport mag-
nification level to evaluate visual behavior at 4X, 10X, 20X,
and 40X. We see a high concurrence in the viewed regions at
every magnification level among both groups of pathologists.
In addition, we also show the average viewing time of the
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Fig. 3. (a) Comparison of the visual attention heatmaps with
the ground truth tumor segmentation maps. We see a strong
correlation between the two maps. (b) Comparison of the pre-
dicted attention heatmap using our ProstAttNet model with
the ground truth segmentation map and the ground truth atten-
tion heatmap constructed from attention data collected from a
Genitourinary specialist on two test WSI instances.

two groups of pathologists across four different magnifica-
tion levels. While we see good concurrence within the groups
in terms of the attended regions, we also observe some differ-
ences in their averaged attention heatmaps. While the general
pathologists did not seem to have allocated sufficient attention
to the bottom right tumor regions, the GU specialists looked at
more of the tumor region (left and right high intensity areas)
as seen in the overall averaged heatmap in the second row.

3.2. Quantitative Evaluation

To evaluate how well attention data predicts tumor regions
(from pathologists’ annotations), we used the Cross corre-
lation (CC) metric to compare our attention heatmaps and
the Semantic Sequence Score (SSS) metric to evaluate the
scanpaths constructed from the viewport centers. We com-
pared the attention heatmaps with tumor proabability maps
constructed from the tumor annotations. All compared maps
were downsampled by a factor of 1/16 (compared to origi-
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Fig. 4. Comparison of attention heatmaps (average and mag-
nification level-wise), scanpaths and average viewing time of
the Genitourinary specialists and the general pathologists on
the TCGA-EJ-7328 WSI from the TCGA-PRAD dataset.

nal image size) for computational reasons. We convolved the
tumor segmentation map with a 2D gaussian (o = 16 pixels)
and normalized this map to obtain the tumor probability map
for comparison with the attention heatmap. In order to ensure
that the distributions of the attention heatmap and the tumor
probability map are similar, we perform histogram matching
[10] of the two maps as a pre-processing step [11]].

We use the cross-correlation score (CC) by interpreting
the attention heatmap, H M 44te,. and the tumor probability
map, PMr7ymor as random variables and measure the linear
relationship between them. High positive CC values occur
where the compared maps have values of similar magnitude.
The Semantic Sequence Score (SSS) metric we use captures
the inter-observer scanpath similarity across the two groups of
pathologists in terms of the grade of tumor regions traversed

Case All pathologists  GU specialists ~ General pathologists
CcC SSS CcC SSS CcCc SSS
TCGA-EJ-7328 0.729 0421 0.765 0.390 0.706 0.441
TCGA-HC-A8D1 0.877 0.412 0.881 0.464 0.874 0.380
TCGA-G9-6384  0.712 0.481 0.725 0.562 0.704 0.430
TCGA-EJ-7315 0.780 0390 0.787 0.445 0.776 0.355
TCGA-G9-6494 0473 0398 0437 0496 0.495 0.336
Average 0.714 0420 0.719 0472 0.711 0.388

Table 1. Quantitative evaluation of attention data and tu-
mor annotations (by pathologist), CC is the Cross-Correlation
score for comparing attention heatmap with ground truth seg-
mentation map and SSS is Semantic Sequence Score compar-
ing inter-observer similarity on attention scanpaths.

during whole slide image viewing. To obtain SSS we mod-
ified the Sequence Score (SS) metric [12]] (generally used to
compare scanpaths on natural images) by substituting clusters
based on eye fixations with clusters based on Gleason grades.
Specifically, we first convert a scanpath into a string repre-
senting the sequence of Gleason grades corresponding to the
viewport box centers (e.g. G3-G5-G4-G3, G4-G4-G3-Gs-
G5, etc. where G, represents Gleason grade n). We then use
a string matching algorithm [13] to measure string similarity.
Table. [I lists the different evaluation metrics discussed
above for the GU specialists and the general pathologists on
the five WSIs. A high average cross correlation score of 0.714
across all pathologists suggests a strong spatial correlation be-
tween the distribution of attention and the ground truth tumor
locations. Despite slight differences in the viewing behav-
iors of the two groups, independent t-test analysis indicates
that differences in the degree of correlation between tumor
region and attention heatmaps are not significant (p > 0.52
averaged over the 5 images). However, the consistently high
SSS for GU specialists compared to general pathologists in-
dicates more consistent viewing behavior within this group
compared to general pathologists. Using ProstAttNet, we ob-
tained average CC score of 0.453 between predicted atten-
tion and ground truth attention heatmaps on our test set of 17
WSIs. The predicted attention heatmap overlapped with the
ground truth segmentation map with a CC score of 0.532.

4. CONCLUSION

We have shown how pathologists allocate attention while
viewing prostate cancer WSIs and presented a deep learning
model that predicts visual attention. Our data visualization
schema allow us to understand how pathologists examine
WSIs to identify cancer. We find a strong correlation between
the locations of tumor, annotated by a GU specialist, and
attention heatmaps of 13 pathologists. In the future, we will
collect attention data in a larger study with more WSIs in
order to improve our attention prediction model. Also, we
plan to leverage attention data to train a deep learning model
for tumor segmentation and Gleason grading to test whether
we can circumvent the need for extensive annotation.



5. COMPLIANCE WITH ETHICAL STANDARDS

Data collection was conducted within the ethical guidelines
established and overseen by the Stony Brook University In-
stitutional Review Board.

6. ACKNOWLEDGEMENTS

This work was supported by a seed grant from the Stony
Brook University Office of the Vice President for Research
(1150956-3-63845), NSF grant IIS-2123920, NCI grant
U24CA215109 and generous private support from Bob Beals
and Betsy Barton.

7. SUPPLEMENTARY: TRAINING DETAILS OF
PROSTATTNET

During training of our ProstAttNet model, we froze the pre-
trained ResNet34 weights and allowed gradient flow over the
fully connected layers of our model. For training the model,
we used image patches (each of size 500 x 500) extracted
from four whole slide images at 10x magnification (the most
frequent magnification level used by pathologists during WSI
viewing per our analysis). The remaining single slide was
used for validation. We generated a total of 58.5K image
patches for training with labels corresponding to 13 pathol-
ogists per patch. We also performed data augmentation [[14]]
by introducing color jitter, random horizontal and vertical
image flips during training. We trained this model using the
Cross-Entropy loss between the predicted and the ground
truth heatmap intensity bin. We used the Adam optimizer
[L5] with initial learning rate of 0.005. Training converged
within 20 epochs with a total training time of 8.5 hours on a
Nvidia Titan-Xp GPU. We used the PyTorch deep learning
library for the model implementation.
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