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ABSTRACT
Studies have proved that the number of B-lines in lung ul-
trasound images has a strong statistical link to the amount of
extravascular lung water, which is significant for hemodialy-
sis treatment. Manual inspection of B-lines requires experts
and is time-consuming, whilst designing automatic methods
is currently problematic because of the lack of ground truth.
Therefore, in this paper, we propose a novel semi-supervised
learning method for the B-line detection task based on con-
trastive learning. Through multi-level unsupervised learning
on unlabelled lung ultrasound images, the features of the arte-
facts are learnt. In the downstream task, we introduce a fine-
tuning process on a small number of labelled images using
the EIoU-based loss function. Apart from reducing the data
labelling workload, the proposed method shows a superior
performance compared to model-based methods with the re-
call of 91.43%, the accuracy of 84.21% and the F1 score of
91.43%.

Index Terms— Contrastive learning, unsupervised learn-
ing, lung ultrasound, B-line detection, EIoU loss

1. INTRODUCTION

In recent years, lung ultrasound (LUS) has been increas-
ingly used as a support tool in clinical diagnoses. Being a
non-invasive and easy-to-use technique, it is regarded as a
prospective routine practice for bedside patient assessment
[1, 2]. For hemodialysis patients, an accurate estimation
of extravascular lung water is a primary approach to avoid
chronic dehydration or long-term cardiovascular complica-
tions [3]. LUS has been shown reliable for assessing tissue
fluid overload [4, 5, 6] through evaluating the volume status
of dialysis patients by counting the number of B-lines (B-line
scores) [7]. B-line quantification correlates and represents the
pulmonary congestion which is representative of the whole
body fluid overload. Recent studies [8, 9, 10] have reported
that in both adults and children patients the B-line scores
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are correlated with the volume of extravascular lung water.
Therefore, the detection of B-lines becomes essential for
excess fluid quantification.

In lung ultrasonography, B-lines appear as vertical comet-
tail artifacts arising from the pleural line. The presence of a
few scattered B-lines can be normal, as found in healthy sub-
jects, whilst multiple B-lines are considered the sonographic
sign of lung interstitial syndrome [11]. This is because the
difference in acoustic impedance between the lung and the
surrounding tissues is increased when lung density increases
due to extravascular fluid [12].

Following the step of the first reported work in the
area of computerized B-lines scoring [13], various studies
have investigated automatic B-line detection methodologies.
Anantrasirichai et. al. posed the line detection as an inverse
problem [12, 14], where a gray scale LUS image is converted
to a representation of radius and orientation in the Radon
domain. The inverse problem is then solved using the alter-
nating direction method of multipliers. Moshavegh et. al.
[15] used a random walk method to delineate the pleural line,
and then applied an alternate sequential filtration to identify
B-lines in the area that excludes the upper pleural region.
In the context of evaluating COVID-19 patients, Karakus et.
al. [16] have improved the line detection performance by
regularizing the solution using the Cauchy proximal splitting
(CPS) algorithm [17]. This promotes statistical sparsity by
utilising the Cauchy-based penalty function. However, all
these schemes require an initial detection of the pleural line
in order to locate the lung space. With the advent of deep
learning technique, Van Sloun and Demi [18] proposed a
weakly-supervised learning method, which exploits 20 con-
volutional layers to perform B-line localization by gradient-
weighted class activation mapping (grad-CAM) [19], but the
class activation mapping is far less precise to isolate the B-
lines. Baloescu et. al. [20] used neural networks with 3-D
filters for B-line quantification, but the work was limited to
supervised learning. Though Kerdegari et. al. [21] combined
the long short-term memory (LSTM) network and temporal
attention to achieve B-line localization, the complex structure
of LSTM is often demanding on the hardware.
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Fig. 1. The proposed framework.

The key challenge of deep learning approaches is the
scarcity of ground truth, particularly in medical imaging as
creating it is time-consuming and very subjective. Therefore,
in this paper, we tackle this problem with a semi-supervised
learning framework, comprising i) unsupervised contrastive
learning [22] for B-line feature representation, and ii) transfer
learning with a small set of labelled data for B-line detection.
The first part of the proposed method is based on DetCo [23]
technique, where discriminative representations are jointly
learnt from global images and local patches via contrastive
learning. A residual network (ResNet) [24] model is first
trained on an unlabelled LUS dataset, where the model learns
the features of LUS images. Then the trained ResNet model
is employed as a backbone of a Faster-RCNN [25] to detect
B-lines. The proposed method has two main advantages: i) it
detects the B-lines in LUS images directly without the need
of pleural line localisation; and ii) being a semi-supervised
learning method, it minimizes the annotation workload. To
the best of our knowledge, this is the first time that unsu-
pervised learning is used to inform B-line features in LUS
images. This feature extractor consequently improves the
performance of B-line detector, where only a small labelled
dataset is required for training.

2. PROPOSED METHOD

A diagram of the proposed framework is shown in Fig. 1,
comprising B-line feature learning (Section 2.1) and B-line
detector (Section 2.2).

2.1. Feature representation with contrastive learning
Unsupervised contrastive learning is one of the most
promising directions for the development of unsupervised
deep learning [23]. The neural network is trained on unla-
belled datasets to learn feature representations. This charac-
teristic is valuable in medical image field where labelled data
is hardly available. Contrastive learning aims to learn a fea-
ture representation in the embedding space where intra-class
features have a greater overlap than inter-class features by us-
ing an objective function to measure the similarity among the
objects. A milestone of using contrastive learning in image
processing is MoCo [26]. It models the learning process as
dictionary look up, where a query is expected to be matched
with the positive key and distinguished from other keys.

Based on MoCo, Xie et. al. proposed a framework called
DetCo [23] specifically for object detection. As shown in
Fig. 2, the network learns feature representation with multi-
level optimization and the framework builds contrastive loss
across both the global and local views.

Fig. 2 shows our LUS feature learning based on DetCo.
Each image I is transformed into global images and local
patches P . The encoder and the momentum encoder can be
of the same, similar, or different structures. In this paper, we
use ResNet [24] for both encoders and momentum encoders.
The former is trained to learn feature representation and out-
put the query, the latter is updated by a momentum parameter
and output a queue of keys that are stored in the memory bank
[27].
Loss Functions: The loss used in unsupervised feature learn-
ing stage follows DetCo [23] and is defined as follows:

L (Iq, Ik,P q,P k) =

4∑
i=1

wi ·
(
Li
g↔g + Li

l↔l + Li
g↔l

)
,

(1)

Lg↔g (Iq, Ik) = − log
exp

(
qg · kg+/τ

)∑K
i=0 exp (q

g · kgi /τ)
, (2)

Ll↔l (P q,P k) = − log
exp

(
ql · kl+/τ

)∑K
i=0 exp

(
ql · kli/τ

) , (3)

Lg↔l (P q, Ik) = − log
exp

(
ql · kg+/τ

)∑K
i=0 exp (q

l · kgi /τ)
, (4)

where Eq. 1 is a multistage contrastive loss, Eq. 2 to Eq. 4
are global losses, local loss and local and global cross loss,
respectively. q refers to query image, k refers to key images,
k+ is a single key in the dictionary that q matches, wi refers
to the loss weight in the i-th level, τ is a temperature hyper-
parameter.

2.2. B-line detector

Faster R-CNN [25] is a two-stage object detection network
structure. The features extracted by the ResNet (see Section
2.1) are also shared with the region proposal network, where
anchors for predicted objectives are proposed. A number of
anchors that have higher detection confidence score than the
threshold will be selected by non-maximum suppression al-
gorithm.
Loss functions: For fine-tuning the Faster R-CNN, the total
loss is a combination of classification loss and localization
loss as described in Eq. 5,

Ltotal = (λRPN · LRPN) + (λFastRCNN · LFastRCNN) (5)

where λRPN and λFastRCNN are the weights for region proposal
layers [25] and Fast-RCNN [28]. Both are usually set to 1.
LRPN and LFastRCNN are defined in Eq. 6 to Eq. 9.

LRPN = Lcls + Ldetect, (6)



Fig. 2. The overall pipeline of DetCo [23] adapted for LUS.
T means image transforms. Queueg/l means memory banks
for global/local features, respectively.

LFastRCNN = − log pi + Ldetect, (7)

Lcls = −p∗i log pi − (1− p∗i ) log (1− pi) , (8)

whereLcls is a cross-entropy loss in the region proposal layer.
In this paper, the regions are classified into background or
B-lines. Ldetect refers to the loss in bounding box (BB) re-
gression p∗i is a binary ground truth label specifying whether
anchor i is a B-line. pi is the predicted probability of anchor
i being a B-line.

The original Faster-RCNN employs smooth-l1 loss as
Ldetect. However, our aim is to detect long B-lines, so we
propose using an extension of Intersection over Union-based
loss, called an efficient IoU-based loss LEIOU [29], defined as
follows.

LIOU = 1− |B ∩B
gt|

|B ∪Bgt|

LEIOU = LIOU +
ρ2
(
b,bgt

)
(wc)

2
+ (hc)

2 +
ρ2 (w,wgt)

(wc)
2 +

ρ2 (h, hgt)

(hc)
2 ,

(9)
where B and Bgt are the predicted box and the ground truth
box area. b and bgt denote the central points of B and Bgt

respectively. ρ2 (·) indicates the Euclidean distance. wc and
hc are the width and height of the smallest enclosing box cov-
ering the two boxes. LEIOU explicitly measures the discrepan-
cies of the overlap area, the central point, and the side length
in the BB regression.

3. IMPLEMENTATION DETAILS

Dataset: 30 patients (age range 22 - 91 years old) were re-
cruited from Paediatric Nephrology Unit, Meyer Childrens
Hospital, Florence, Italy. For each patient, we applied the 8-
site B-lines score technique [30] to collect LUS videos and/or
images, ending up with 232 video series (total 23756 frames)
and 246 images. The files were saved in DICOM format. We

used MicroDicom1 to extract all the video frames to images,
and then cropped the size to 616×480 (width × height) to
make sure the lung area is fully included.
The LUS images used in this study consists of two parts: i) for
unsupervised feature learning, we incorporated our data from
10 patients with the POCUS dataset2 to increase diversity of
ultrasonic lung features. POCUS is an expanding ultrasound
dataset that contains lung artefacts and healthy lung samples,
and currently has more than 200 LUS videos and 59 images
from both convex probes and linear probes. Together with 10
videos from the 10 patients, the final combined dataset con-
tains 4407 unlabelled images in total after merging the videos
to images. ii) For fine-tuning, the data from the remaining 20
patients serves the purpose of B-line detection. Since the con-
trastive learning method inherently does not require a large
amount of labelled data, we selected 84 images and annotated
the B-lines using Pair3providing the BB and the segmentation
mask of B-lines. In the labelled dataset, 70% of the images
are used for training, and 30% are used for evaluation. The
output of the detection is in the COCO format4.
Unsupervised Representation Learning: The simulations
were performed using the High Performance Computing
(HPC) facility of the University of Bristol. The network
comprises a Resnet50 backbone, four global MLP heads and
a local patch MLP head [23]. The training was done on 4
NVIDIA RTX2080Ti GPUs, using stochastic gradient de-
scent with the initial learning rate of 0.015 for 200 epochs.
All models were trained with a batch size of 4, which was
the maximum allowed by the HPC memory. The hyper-
parameters settings followed DetCo. Among the 200 epochs,
model weights with the highest accuracy were saved.
Fine-tuning: The weights of the best Resnet50 [24] acquired
from the first stage were loaded to a Faster R-CNN [25]
for the B-line detection task. As suggested in the original
DetCo paper [23], detection tasks were carried out based on
detectron25. Following the requirements, the network was
trained for 1x schedule on Linux with Python = 3.8, Pytorch
= 1.9.0 and torchvision = 0.10.0 on 2 NVIDIA Tesla P100
GPUs.

4. EXPERIMENTAL RESULTS

We tested our proposed framework (pre-trained on LUS im-
age dataset and fine tuned with EIoU loss) with 25 LUS
images. We compared our results with those of the models:
i) pre-trained on ImageNet and fine tuned with smooth-l1
loss, ii) pre-trained on LUS image dataset and fine tuned
with smooth-l1 loss, iii) pre-trained on LUS image dataset
and fine tuned with IoU loss [31], and iv) the model-based

1https://www.microdicom.com/
2https://github.com/jannisborn/covid19 ultrasound
3https://www.aipair.com.cn/en/
4https://cocodataset.org/#home
5https://github.com/facebookresearch/detectron2



method, proposed in [14]. We set a detection threshold to 0.5
to compute the number of true positives, false positives and
false negatives B-lines. Table 1 shows the performances in
term of precision, recall, accuracy and F1-scores.

By examining the metrics mentioned above, we can
see that data-driven methods surpass model-based method.
Amongst learning approaches, the proposed method achieves
the highest recall (91.43%), accuracy (84.21%) and F1-score
(91.43%). Whereas the method pretrained with ImageNet
using smooth-l1 loss performs the best in terms of precision,
only a percentage of the detected B-lines are the actual B-
lines. However, in the context of medical diagnostic, the
miss detection is usually more undesirable, as it may lead
to sever conditions being trivialized. Therefore, along with
a high precision, the recall, the percentage of the actual B-
lines detected, needs to be as high as possible. The results
of our proposed method demonstrates the benefit of unsuper-
vised training for learning features of the LUS images. Using
IoU loss and EIoU loss in fine-tuning stage further increases
the performance in terms of recall. The F1 score is a mea-
surement, which balances the precision and the recall. Our
method achieves the highest F1 score indicating the superior
overall performance in B-line detection.

Fig. 3 shows some examples of the detected B-lines. It
is obvious that the method in [14] relies heavily on localising
the detected pleural line, which may result in a wrong position
or in classing a vertical artifact as a B-line. In contrast, our
method detects B-lines without the need for localising pleural
lines and has the ability to distinguish the true B-lines from
the bright vertical lines that only look similar to B-lines. Nev-
ertheless, for some obscure B-lines, our method still presents
some miss detections or false positives.

Table 1. Detection results with various training procedures
PRECISION RECALL ACCURACY F1-score

ImageNet+smooth-l1 100.00% 80.65% 80.65% 89.29%
LUS+smooth-l1 96.67% 82.86% 80.56% 89.23%

LUS+IoU 90.00% 84.38% 77.14% 87.10%
LUS+EIoU (proposed) 91.43% 91.43% 84.21% 91.43%

model-based [14] 55.56% 42.86% 31.91% 48.39%

5. CONCLUSIONS

This study demonstrates the superiority of contrastive learn-
ing for B-line detection in LUS images and investigates the
performance of three loss functions. Without the need for
large amounts of ground truth data or the need for pleural line
localisation, the proposed method’s performance surpasses
that of model-based approaches. It is also shown to be the
most suitable for B-line detection in clinical applications,
among all tested approaches. The limitation of this study
is that the data was annotated by only one expert, and this
may bring bias, so more validation needs to be done in future
work.

Fig. 3. B-line detection results. From left to right, each col-
umn represents ground truth, B-line detection results of the
proposed method in segmentation form, B-lines detection re-
sults of the proposed method shown as center line and the
model-based method [14] respectively.
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