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Abstract

This paper presents a new framework called gate triggering for sys-
tematically minimizng glitch power dissipationin static CMOSICs. It
isbased on the idea that glitches can be effectively minimized by trig-
gering logic evaluation at a gate only when all of itsinputs have stabi-
lized. For this purpose, to every potentially glitchy gate (or a suitable
subset of such gates) isadded a small amount of control logic, which,
when enabled, triggers logic evaluation at the gate. A clocked delay
chain is employed to generate enable signals at the proper times for
all gatesto betriggered. We present six specific techniques based on
gate triggering that differ in the type of control logic and the way it
isused to control a gate. These techniques have varying effectiveness
and area and timing overheads, which we analyze in detail. Applica-
tion of these techniques to test circuits yields promising results.

1 Introduction
Increasing levels of device integration, die size, and operating fre-

quency, aburgeoning portable and embedded computing and commu-
nications market, combined with reliability and packaging cost con-
cerns, have made power dissipation a major issue in VLS| design
[10, 11]. In complementary static CMOS, apopular VLSI logic style,
power is primarily dissipated during logic transitions when gate load
capacitances charge and discharge.

While some logic transitions are necessary and are dictated by cir-
cuit functionality, others, such as glitches, are not. Glitches are spu-
rious transitions that occur before a gate output reaches astable value
and are caused by unequal propagation delays of input signals to the
gate (see Fig. 1(a)). Also, glitches multiply asthey propagate through
acombinational logic block (see Fig. 1(a)). Glitch power istypically
significant and can be as high as 70% of total power dissipation in
some cases [10]. Aswe go into deeper submicron technologies, inter-
connect delays become more predominant, which leads to differential
delays and more glitching [13].

In this paper, we present a new framework called gate trigger-
ing for minimizing glitch power dissipation in complementary static
CMOS ICs which we describe in the next section. An added advan-
tage of our approach isthat short-circuit power dissipation at gatesthat
are controlled isalso minimized. Next in Sec. 3, we describe and ana-
lyze six specific techniques based on gate triggering and al so provide
simulation results for them. Then in Sec. 4 we briefly discuss related
previous work. Conclusions arein Sec. 5.

2 Proposed Methodology: Gate Triggering

The key idea we employ to minimize glitches is to trigger logic
evaluation at a gate only after all of its inputs have stabilized. For
this purpose, to every potentially glitchy gate (i.e., a gate with un-
equal propagation delays for its inputs) or a suitable subset of such
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gates, we add some small control logic, which, when enabled, trig-
gerslogic evaluation at the gate (see Fig. 1(b)). Essentialy, thislogic
controls gate connection to Vp p and/or Vs g; various types of control
logic are discussed in the next section. In order to enable the control
logic for different gates in the combinational logic block of Fig. 1(b)
at the proper times (i.e., when thelast input to theindividual gates has
stabilized), we first perform atiming simulation of the combinational
block.! From this, we obtain the delays of different gates and also the
latest times by which the various inputs of agate will have stabilized.
To prevent glitches at the output of a potentially glitchy gate, its
control logic is enabled as soon as al inputs to the gate will have
stabilized—the estimate of the time when all inputs become stable
should be adjusted to account for the extra delay that the control logic
may cause for gatesto whichitisadded. Aninitial enable signal with
ahigh period equal to the maximum delay for any gate in the block is
generated fromthe clock signal (seeFig. 1(b)). Thissignal then passes
through achain of delay elements, whose outputs provide enable sig-
nalsfor potentially glitchy gatesinthelogic block. Tominimizeglitch
power while keeping overheads (area, power dissipation, and increase
incritical path delay dueto extralogic, such ascontrol logic and delay
elements) low, only a subset of the potentially glitchy gates that pro-
vide maximal glitch power savings and affect critical path delay the
least, should be controlled. A detailed analysisof overheadsin our ap-
proach and an integer linear programming (ILP) formulation for min-
imizing these overheads is given in [6]. The delay element we used
is atransmission gate or an inverter because these require relatively
less area and/or consume very little power. A detailed discussion and
comparison of delay elements motivating our choiceisgivenin [7].

3 Glitch Minimization Techniques
3.1 Simulation Methodology
Here we present six specific techniques based on the gate trigger-

ing framework that differ in the type of control logic used and the way
it is connected to a gate to prevent glitches. In order to more easily
analyze and compare these techniques, wefirst apply themto ahighly
glitchy test gate. By studying the influence on one gate, the effective-
ness of the techniques on a combinational logic block consisting of
many gates can be inferred. The test gate and inputs used are shown
in Fig. 2(a)—the asynchronous arrival of inputsto the test gate model
unequal propagation delays from the input of a combinational block
to the inputs of an interior gate. We analyze the test gate output for
all four possibleinitial-final output value combinations: 0—0, 0—1,
10, and 1—1 (seeFig. 3). Theoriginal test gate (without glitch min-
imization) isreferred to as ckt0. Thetest gate with one of the six tech-
niques applied isreferred to as one of cktl through ckt6. Next, we dis-
cuss the six new glitch minimization techniques.

1Timing simulation is an essential step in the design flow of a VLS| chip
[15] (e.g., to determine the critical-path delay in a combinational block, which
in turn determines the clock period). Hence it does not represent an extra step
in the application of our method.
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Minimizing glitch power dissipation in a synchronous sequential circuit design: (&) Glitches occurring in a combinational logic block at the outputsof gates that have multiple inputs changing asynchronously. (b) Glitches minimized by

adding control logic to every potentially glitchy gate and enabling it through a delay chain when the last input to the gate stabilizes.

3.2 Techniquel

In this technique, the control logic is a transmission gate (T-gate),
which is placed at the output of a potentialy glitchy gate (Fig. 2(b)).
The T-gate prevents glitch propagation to fanout gates by providing
a reasonably clean output at F as seen in the second-from-left col-
umn of plots for cktl in Fig. 3. Asseenin Fig. 1(a), glitches occur-
ring in the earlier gates of a combinational logic block cause many
more glitches at later gates. Thus, this technique can lead to signifi-
cant glitch power reduction in combinationa circuits. However, the
technique has a number of shortcomings discussed next.

First, glitchy transitions still occur and power is dissipated at point
F* inFig. 2(b). Second, aT-gateisneeded for every potentially glitchy
gate not connected to an output flip-flop. Third, introduction of a T-
gate increases the overall delay if the gate is on a critical path of the
combinational block. The delay overhead can be reduced by increas-
ing the width of the transistors of the T-gate, and thereby reducing its
resistance. Finally, to enable the T-gate, two complementary enable
signals are needed, which necessitates two delay chains, one for gen-
erating the enable signal for the n transi stor of the T-gate, and the other
foritsptransistor. Alternatively, an inverter may be used each timean
enable signal is needed to generate the complementary enable signal,
but care hasto be taken to account for the delay of theinverter, which
will makethetwo signalsout of sync. Because of thisand al so because
of thearearequired for aninverter, two delay chains may bepreferable
in most cases.

3.3 Technique?2

In contrast to the technique discussed above, the remaining tech-
niques not only prevent glitch propagation from a gate, but also mini-
mize glitch power dissipation at the gate itself. They do so by control-
ling the connection of the gate output to V pp and/or Vss by means
of nand/or p control transistors. For instance, in the second technique
(ckt2in Fig. 2(c)), an n (or p) control transistor is connected between
the N pull-down (P pull-up) network of a potentialy glitchy gate and
Vss (Vpp). Asaresult, before the last input stabilizes, the output
F of the gate can only riseto V pp, since the path to Vpp is unob-
structed, but it can not dischargeto Vs s, since the n control transistor
is off (see third column of plotsin Fig. 3).

Therefore, a glitch (unnecessary transition) occurs with this tech-
nique only in one out of four cases when the both the initial and fi-
nal values of the output are O (topmost plot in third columnin Fig. 3).
However, it should be noted that the output is partialy glitchy in all
cases in that, between the first and last input changes, it falls to some

appreciable extent and then rises. Thereason for thisisthe following.
In the previous clock cycle when the n control transistor was enabled,
some of the n transistorsin the N pull-down network were connected
to Vs, so that their drain capacitances were discharged to Vss. In
the current cycle, before the n control transistor is enabled, after the
output risesto V p p, these discharged internal capacitances may get
connected to the gate output node because of some new input. This
causes charge sharing between the output load capacitance and thein-
ternal capacitances of the N pull-down, thus bringing down the out-
put voltage. These partial glitches consume some power and also get

propagated, athough to alesser extent.
3.4 Technique3
To prevent charge sharing and thus provide a cleaner output, inthe

next technique (ckt3 in Fig. 2(d)), an n (or p) control transistor is con-
nected instead between the output node and N pull-down (P pull-up).
In this case too, the output can only riseto V pp before the last input
has stabilized, and there is aglitch only when the output has an initial
and fina value of 0 (fourth column of Fig. 3). One more peculiarity
of thistechnique isthat, when the final output valueishigh, the output
temporarily dips alittle befor rising. Thisis because, when the n con-
trol transistor is enabled, some of the discharged internal capacitances
of the N pull-down may get connected to the high output, bringing it
down temporarily.

3.5 Technique4

To prevent the gate output from charging to V pp or discharging
to Vgs before the last input has stabilized, and thus prevent the sin-
gle glitch in both the previous techniques, the fourth technique (ckt4
inFig. 2(e)) hasan n control transistor between V g and N pull-down
and a p control transistor between V pp and P pull-up. Although, the
output does not charge up or discharge completely, it does so partialy
when it has an initial high value (fifth column, bottom two plots in
Fig. 3). Thisisbecausetheinitialy charged upinternal capacitancesin
the P pull-up and the output capacitance share charge with theinitialy
discharged internal capacitances in the N pull-down. Thus when the
initial-final output value is 1—0 (fifth column, third plot from top in
Fig. 3), theoutput dischargesin step(s) or adiabatically, which actually
means|esspower consumption than astraight discharge, and when the
initial-final output valueis 1—1 (fifth column, bottom plot in Fig. 3),

thereisapartial glitch, which gets propagated to fanout gates.
3.6 Techniqueb
To prevent charge sharing between the output capacitance and the

internal capacitances of the N pull-down and P pull-up, and thus pro-
vide a cleaner, glitch-free output, the next technique uses an n control
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Test circuit and various techniques to minimize glitch power dissipation: () Test circuit (ckt0) and input and output timing waveforms depicting a highly glitchy output. (b) A transmission gate placed at output of glitchy gate (ckt1) to

filter glitches. (¢) An n control transistor placed between N pull-downand Vg g (ckt2) prevents unnecessary dischargingto Vg g of output capacitance and interna capacitancesin N pull-down and P pull-up. (d) An n control transistor placed between N
pull-down and output (ckt3) provides better output by preventing charge sharing between output capacitance and interna capacitances of N pull-down. (€) nand p control transistorsconnected to V g ¢ and Vi 1y , respectively, (ckt4) to prevent unnecessary
charging and dischargingto Vi p and Vig g, respectively, of output capacitance and interna capacitancesin P pull-upand N pull-down. (f) nand p control transistors connected to output instead (ckt5) to provide better output by preventing charge sharing
between output capacitance and internal capacitances of P pull-up and N pull-down. (g) n and p control transistors connected to Vg g and Vi pp as well as to output (ckt6) to not only provide better output by preventing charge sharing between output
capacitance and internal capacitances of P pull-upand N pull-down, but also to minimize power dissipation by preventing unnecessary chargingto V p p and dischargingto Vig g of these capacitances.

transistor connected between N pull-down and output and a p control
transistor between P pull-up and output (ckt5 in Fig. 2(f)). Asseenin
the sixth column of Fig. 3, the output is indeed much cleaner, except
for the minor dip when the initial-final output value is 1—1 (bottom
plot), which occurs because of connection of discharged internal ca
pacitances in the N pull-down and charged capacitances in the P pull-

up.
3?7 Technique 6

Although the output is glitch-free in the above technique, inter-
nal capacitances in the N pull-down and P pull-up may unnecessar-
ily discharge to Vss and charge to V pp, respectively, which results
in power consumption. Thisis prevented in the final technique (ckt6
in Fig. 2(g)) in which two n and two p control transistors are used to
prevent unnecessary charge sharing and charging/discharging of out-
put capacitance and internal capacitances in the N pull down and P
pull-up, and thus provide a clean output and minimize glitch power
dissipation.
3.8 Comparison of Glitch Minimization Techniques

We now summarize and compare the various techniques in terms
of their glitch minimization capability, area overhead, timing delay
overhead, and easy of application. (1) Glitch Minimization Capabil-
ity: Technique 1 provides only glitch filtering while the rest also pro-
vide glitch minimization at the gate to which they are applied. Glitch
minimization improves from technique 1 through 6, except that tech-
nique 4 may provide better glitch minimization than technique 5, be-
cause in technique 4, when the initial-fina output value is 10, the
output discharges in stages (adiabatically), which means lower power
consumption, and because theonly glitch that occursisapartia glitch.
Thisisborne out by Table 1. (2) Area Overhead: The control transis-
tor overhead of techniques 2 and 3 are one, that of techniques 1, 4, and

5 aretwo, and that of technique 6 isfour. The control transistor over-
heads for techniques 2, 4, and 6 can be reduced by sharing the tran-
sistors connected to Vss or V p p with other potentially glitchy gates
that need to be triggered at a similar time, i.e., the same control tran-
sistor can be used to connect multiple gates (that need to be triggered
a asimilar time) toVgs or Vpp. Inthiscase, the shared transistors
may need to be sized up (larger width) to avoid increasing the criti-
cal path delay of the combinational block. Further overhead reduction
can be achieved by selectively triggering only those gatesthat are ex-
pected to contribute most to glitch (or short-circuit) power dissipation.
Techniques 2 and 3 requireasingle delay chain, whereasthe othersre-
quiretwo delay chains. Aspointed out in Sec. 2, adetailed analysis of
overheads (control logic, delay elements, and wiring) of our approach
and how to minimize them using an ILP-based approach is given in
[6]. (3) Delay Overhead: Technique 1 increases gate delay which can
be reduced by increasing transistor widths. Control transistors used
in the remaining techniques increase fall and/or rise time, which ef-
fect can be similarly minimized by increasing transistor widths if it
adversely affectscritical path delay. (4) Ease of Application: Given a
gate layout, techniques 1, 2, and 4 can be applied with no modifica-
tion, whereas the others can be applied with slight modification since
n/p control transistors need to beintroduced between the N pull-down
and P pull-up.

From the above analysis, overal, technique 4 is the best in that it
has close-to-optimal glitch minimization capability and low overhead.
However, in any particular application, one or more techniques may
be used for different gates. For instance, technique 2 may be used for
simpler gates (since it uses only one control transistor), technique 4
may be used for medium complexity gates, and technique 6 for com-
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For dl plots shown, fanout is four minimum-sized inverters and input inter-arrival timeistwo gate delays.

plex gates.

Avg. Avg.

Circuit | Power sf Re Circuit | Power Z" Re

%) uction %) uction
cktO 98.56 — | cktl 57.97 41.18
ckt2 36.01 63.46 | ckt3 21.48 7821
ckt4 5.42 9450 | cki5 5.65 94.27
ckt6 3.62 96.33

Tabl e 1: Comparison of average power dissipation for the test circuit of Fig. 2(a) using various glitch-minimization
techniquesrelativetotheorigina circuit for inputinter-arrival timeequal to two gate del ays and withafanout of four inverters.

4 Reated Work

Glitch and short-circuit power dissipation arediscussed in[10, 11].
Glitch estimation, modeling, and propagation issues are covered in
[2,9, 13]. Theimportance of glitch minimization for various applica-
tionsisconsidered in [3, 14, 16]. Designing two-level glitch-free cir-
cuits using logic redesign, assuming only one input changes at atime,
is addressed in [4]. Glitch removal through path balancing obtained
via, say, transistor sizing or layout changes, isdiscussed in[8, 10, 11];
this can be cumbersome and involvestrial and error. Furthermore, in
deep submicron technologies, transistor sizing will not be very effec-
tive for path balancing since logic delays become relatively smaller
compared to interconnect delays. Retiming and buffer placement ap-
proaches to filter or reduce glitches and glitch propagation are de-
scribed in [1, 5]; these approaches, although somewhat effective, en-
tail appreciable areaoverheads for flipflops and buffers. Glitch reduc-
tion at the RT level in control flow intensive designsis givenin [12].

Therefore, current methods for glitch reduction are either (i) not
applicablein all contexts, or (ii) can not be automated and are ad hoc,
or (iii) are not very effective, or (iv) have high area/delay overheads,
or (V) restrict the manner in which logic is transformed to a gate re-
alization. There is no methodical, generally applicable approach to
minimizing glitch power dissipation. Our proposed gatetriggering ap-
proach in this paper attempts to overcome al the above limitations of

current approaches.

5 Conclusions

Although research into various aspects of glitch power dissipation
has been undertaken in the past, most approaches to addressing it are
ad hoc and limited in their applicability. This paper presented a new
framework called gate triggering for systematically minimizing glitch
power dissipation in static CMOS ICs. Based on this framework, six
specific techniques were proposed and their glitch minimization ca
pabilities and overheads analyzed. Overal, technique 4 is the best
in that it has close-to-optimal glitch minimization capability and low
overhead. However, in any particular application, one or more tech-
niques may be used for different gates, depending, for example, upon
the gate’scomplexity. Application of the new approach to test circuits
yields 95% or more elimination of glitch and, in gates to which ap-
plied, short-circuit power dissipation with very little area and timing
overheads after optimization.
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