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ABSTRACT

A new method for fauit diagnosis of large-scale analogue
circuits based on the class concept is developed in this

aper. A large analogue circuit is decomposed into
Elocks/sub—circuits and the nodes between the blocks are
classified into three classes. Only those sub-circuits
related to the faulty class need fo be treated. Node
classification reduces the scope of search for faults, thus
reduced after-test time. The proposed method is more
suitable for real-time testing and can deal wiih both hard
and soft faults. Tolerance eflects are taken into account in
the method. The class-based fault diagnosis principle and
neural network based method are described in some
details. Two non-trivial circuit examples are presented,
showing that the proposed method is feasible.

1. INTRODUCTION

Fault diagnosis and testing of analogue circuits has
become an active research area since 1970's [1, 21.
Various useful techniques have been proposed in the
literature such as the fault dictionary technique,
arameter identification technique, and fault verification
method [1-13]. Analogue circuit faulf diagnosis
remains extremely difficult and becomes the bottleneck
of automatic testing of mixed-signal circuits. This is
because of the difficulty of measuring currents, the lack
of good fault models similar to stuck-at-one and
stuck-at-zero fault models in digital circuit test, the
tolerance of components and the nonlinear nature of the
analog circuits (the relationship between the circuit
responses and the co_mgonent characteristics is nonlinear,
even if the circuit is lincar). Therefore, only the fault
dictionary technique is widely appreciated in practical
engineering application among the various techniques in
the literature because of its simplicity and the
effectiveness, However, the traditional fault dictionary
technique is based on the Neumann computer principle.
It has 1ts own vital weakness, that is, it can only deiect
hard faults and cannot cope with soft faults. Also, its
application is_ larbgely limited to small to medium
analogue circuits. Furthermore, it cannot diagnose faults
in real-time for large-scale circuits.

In order to solve the above problems of the traditional
fault dictionary method, several artificial neural network
based approaches have been prc()iposed for analogue fault
diagnosis and they have proved very promising [6-13;.
The neural network-based fault dictionary technique [12,
13] can overcome the weakness of the traditional
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Neumann computer—based dictionary. It can locate and
identify not only hard faults but also soft faults.
Furthermore, in the neural network based fault dictiona
technique, looking up a dictionary to locate and identig
faults 1s actually carried out at the same fime of setting
up the dictionary. It thus reduces the computation and has
a better real-time feature. However, not much work has
been done on the fault diagnosis of large-scale analog
circuits using artificial neural networks. In a recently
proposed method for fault dlalgnosis of large-scale
circuits with tolerance [13], the large-scale circuits are
decomposed to several sub-circuits and a back
ropagation neural network (BPNN) is applied for fault
ocation in each sub-circuit. The method can diagnose
not only catastrophic faults but also parametric ones.

In order to further lessen the complexity of after-test
diagnosis, a neural network approach based on the class
concept [3-3] is presented in this paper. A set of some
components of the same characteristic in a system is
called a class. A system may be divided into several
classes. The characteristics of all the components in each
class are the same. Thus if we can determine the
characteristic of any component in a class, all the other
components in the class can be determined. From the
fault diagnosis viewpoint, the class is fault free if a
component in the class is fault free. In this paper, the
nodes are classified. The main rule is that: two nodes
beleng to the same class if their characteristics are the
same. According to this rule, the nodes in a circuit can be
divided into different classes. We only need to diagnosis
the most possible faulty sub-circuits whose nodes belon%
to the faulty classes, and thus the search space for fault
diagnosis is largely reduced. The class method is suilable
for any scale of circuits in principle, we particularly
develop a procedure for block-based large-scale circuits
with classification of tearing nodes. For the final

component-level fault diagnosis within
sub-circuits/blocks, the BPNN-based fault dictionary
technique is used, which, together with the

computation-less node classification concept and circuit
decomposition method, make it possible to identify the
faults of large-scale analogue circuits in real-time.

2. FAULT DIAGNOSIS BASED ON
CLASS CONCEPT

Without a loss of generality, it is assumed that the circuit
under consideration has m+1 accessible nodes among
total n nodes, and the (rn+1f1 node is taken as a reference
and the set of the accessible nodes is [ny, ns... nr,‘,}. The
actual aclpessible node voltage vector is V=[V|,
V3,...Vnm]', and the nominal voltage vector is V,=[V),,

t]
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Vio,... Vo] " when all components in the circuit have their
nominal values.

We assume that for any accessible node, its node-voltage
sensitivity with respect to any component is not zero. we
also take the fact into account that the effects of two
independent analog faults are highly unlikely to cance! at
the test nodes. It is obvious that

Theorem 1: The necessary and almost sufficient
condition for a system without tolerance to be fault free
is the test vector V is equal to the nominal V, when the
same stimulus is applied to the aciual and nominal
circuits.

The node voltage of the i® node will become an interval
when the circuit is with telerance. Let the nominal
inferval be [Vig» Vip], which can be calculated before
test by the Monte Carlo method, nonlinear programmin

method, or interval algebra algorithm. The nomina
interval vecior V, can be thus obtained.

Theorem 2: The necessary and almost sufficient
condition for a system with tolerance to be fault free is
that the test vector V is within the nominal voltage
interval V, when the same stimulus is applied to the
actual and nominal circuits.

118 | I I

Xi
Fig.1. A typical branch and related nodes

Consider Fiﬁurc 1 where a component X; is between
nodes n; and n;. Component X; is called the relevant
component of fodes n; and n;, and nodes n; and n; are
called the neighbor nodes. There are three possibilities:
(lf) the voltages of nodes n; and n; are all normal; (2) one
of them is normal and the other is abnormal; (3) the
voitages of nodes n; and n; are all abnormal. The
accessible nodes in a system can be accordingly
classified into three classes:

Clags 1: is the set of the nodes whose voltages are

normal (fall within their interval?.

Class 2: contains the nodes whose voltages are
abnormal (fall cutside their intervals) and
at most one of the node voltages among its
neighbor nodes (not including the
reference node) is abnormal.

Class 3. consists of the nodes that satisfy one of the

following:

o The node voltages are abnormal, and at
least two of the node voliages among its
neighbor nodes glot including the
reference node) are abnormal.

e The node voltages are abnormal and only
one of the node voltages among its
neighbor nodes is abnormal, but the
reference node is one of its neighbor
nodes.

It is obvious that the relevant branches or components in
Class 1 are fault free because their node voltages are
normal, while the ones in Class 2 and Class 3 are
"suspicious” components. And the components in Class 3

are more likely to be faulty than those in Class 2.

Theorem 3: The only possible faulty components in Class
% are those in the common branches of Class 2 and Class

Proof: Without loss of generality, it is assumed that
node "a" is one of the nodes in Class 2 of the circuit and
it is linked to its k neighbor accessible nodes (1,2,3...k),
see Figure 2, whose node voltages are V,, V, ... V\. By
definition there is only one of V;, V,...V beyond its
normal scope of Class Z; let it be V. Thus nodes 2,3, ...k
e(x:rf in3Class 1, and node 1 is a node in either Class 2 or

ass 3.

A
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Fig. 2. Anode "a" in Class 2

Note that the reference node is not in the k nodes.

Supposing that one of the branches 2-a. 3-a,..., k-a be

fauliy, the nodes voltages of nodes 2, 3, ..k will all be
beyond their normal scopes. This is in conirary to the
assumption that node a is in Class 2. Thus only branch
1-a can be faulty. Node 1 must be in Class 3. If node 1 is
in Class 2, then the branch 1-a will be an inner branch of
Class 2. The fault in branch }-a will thus only affect the
node voltages of V, and V,, and have no effect on the
other node voltages of V;, V;...Vy That is, the sensitivity
of any node voltage except V; and V, with respect to the

component in branch 1-a is zero. This is in conflict with
our assumption. [End of proof]

Since the faulty components are in Class 3, including the
common branches of Class 2 and Class 3, so the scale of
the diagnosis problem is quickly reduced to Class 3. The
remaining task is simply to find the fault components in
Class 3, equivalently the sub-circuits/blocks related to
Class 3. This can be done using the neural network
method. For a single fault diagnosis of a linear circuit,

the following expression containing the accessible node
. C LN A
voltage increments AV, /(ZAVj Y% (i=1,2 ++ m)
=t

is a constant whether the fault is a soft or hard one.
It depends only on the circuit topology and its nominal

parameter values. Thus AV, /(ZAV}.Z)% can be

£=1
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extracted as the feature vectors for the fault dictionary,
passing through the BPNN (back-propagation neural
network). The BPNN will not be trained ready until it
converges at the target value.

Afier test, the measured feature vector iwplied to the
trained BPNN, and the output of the BPNN is the order
of the faults. The steps involved in the diagnosis process

3. FAULT LOCATION OF LARGE-SCALE
CIRCUITS

For large-scale circuit diagnosis, a block-based

methodology should be used for various practical reasons,

In the proposed method, a large-scale analogue circuit is
first partitioned into several sub-networks rmeeting the
following requirements:
) he incident nodes between the sub-networks
must be accessible.
o Ensure that the sub-networks are uniquely
diagnosable.
e The sub-networks must be mutually uncoupled
both in topology and in parameters.
o The networks must be the minimum-scale
networks, that is, it cannot be torn to smaller
sub-networks

Then the classification of accessible nodes is carried out.
From the discussion in the above we know that the
sub-circuits containing only Class 1 and Class 2 are fault
free. So we only need to identify the faulis in the
sub-networks contamin% Class 3 nodes. Thus the
diagnosis procedure can be simplified as follows:

(D. Divide the large-scale circuit into sub-circuit 1,
sub-circuit 2,++= and sub-circuit n

Fig.3. A voltage amplifier circuit

. Define the faults of interest for each sub-circuit.

CHS

. Apply an appropriate signal to the large-scale circuit,
simulate the accessible node vollages, and calculate
the feature vectors.

(@. For each sub-¢ircuit, pass the feature vectors through

of sub-circuits can be summarized as:
%. Define the faults of interest for the circuit
. Apply an a gropriate signal to the circmif, measure

the accessible node voltages, and calculate the
feature vectors

(®. Pass the feature vectors through BPNNs under
various faults (including fault-free) conditions and
train the BPNNs

(@. 1dentify the faults at the output of the BPNN

BPNNs under various faults (including fault-free)
conditions and train the BPNNs. )

(®. Apply the same signal to the large-scale circuit,
measure the accessible node voltages, and classify
these nodes into three classes.

®. Calculate the measured feature wvectors of the
sub-circuits which contain Class 3 and apply the
feature vectors through the corresponding trained
BPNNSs.

(. Identify the faults from the output of the BPNNs.

4, ILLUSTRATIVE EXAMPLES

let us consider the circuit shown in Figure 3. The circuit is
forn to 4 sub-networks. The accessible nodes are 3, 4, 7, 8,
12, 13, 14, 15, 17, 18, 21 and 22. The resistors and
capacitors are assumed to have tolerances of 10%, and the
transistors are modeled with the GP models in PSPICE,
with 10% tolerance. The intervals of the accessible node
voltages simulated are shown in Table 1. The circuit was
measured three times for three different faults and the
classes of the accessible nodes were determined. The
measured voltages and the determined classes are also
given in Table 1. The classes are the same for the three
measurements. By the theorem, the faults must be in
sub-circuit x,. Pass the feature vectors through the trained
BPNN and the result of the BPNN shows t%at the faulty
component is Ru. In fact, the faults were set to be R., being
short-circuited, open-circuited and of value of 450ohms,
respectively. The diagnosis results are right, showing the
validity of the technique.

5. CONCLUSIONS

A large-scale analogue circuit can be divided into several
blocks/sub-networks using cerfain rules and the
accessible (tearing) nodes can be classified into three
classes. The components in Class 1 are fault free, and
those in Class 2 are also fault free except the common
branches of Classes 2 and 3. Therefore the fault
com[lmnents must be Class 3. This reduces the diagnosis
problem of a large-scale circuit to locating the faults
within the sub-circuits containing Class 3 only, thus
reduced after-test computation and time. The neural
network method is adopted to find faults at the
component level, which make it possible to cope with
tolerance effects, soft faults and on-line diagnosis. The
nontrivial examples have confirmed the validity of the
proposed technique,
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Tablel. The data of Figure 3
Node | simulated interval test 1 class test 2 class | test 3 class
3 {0.9114, 1.0731} 1.0716 1 0.9681 1 1.0584 1
4 [0.9114, 1.0731] 1.0717 1 0.9680 1 1.0585 1
7 [-.08412, -0.8435] -(.8406 1 -0.8434 1 -0.8409 1
8 [-2.7448, -2.7464] -2.7763 | -2.7250 1 -2.7696 i
12 [0.3230, 0.3235] 0.3779 2 0.2832 2 0.3658 2
13 [0.3230, 0.3235] 0.3779 2 0.2819 2 0.3670 2
14 [3.6248, 3.6289] 1.3710 3 5.0547 3 1.8844 3
15 [3.6248, 3.6289] 5.9656 3 2.1401 3 5.4309 3
17 [-.4103, -0.4131] -0.0182 3 -0.4673 3 -0.3278 3
18 [0.5170, 0.5196} -0.5867 2 -0.4673 2 -0.5715 2
21 [2.8852, 2.8868] 0.0072 2 43013 2 1.1688 2
22 [2.8852, 2.8868] 5.2067 2 1.4193 2 4.6755 2
V-736
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