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He (Vincent) Peng, ChungKuan Cheng
Dept. of Computer Science and Engineering

Univeristy of California, San Diego
La Jolla, CA 920370404

Email: hepeng, kuan@cs.ucsd.edu

Abstract

In this paper, an efficient approach is proposed for the problem of

transient simulation of lossy transmission lines. The complexity

of the conventional convolution approach for lossy transmission

lines is reduced from O(N2) to O(Nlog2N) by utilizing a mul-

tilevel FFT convolution method, where N is the total number of

time points. Numerical convolution formula that exploits both the

analytical forms of the lossy transmission line impulse responses

and adaptive time steps are developed for the multilevel FFT con-

volution method. A new breakpoint control scheme is also pro-

posed to adaptively control the time step. Experimental results

show the proposed approach is over 100 times faster than berke-

ley SPICE3 [1, 4] while remains the same accuracy.

1. INTRODUCTION
With increasing design complexity, gigahertz level operating

frequencies and increasing interconnect length, interconnects dom-
inate the performance and noise immunity in high-speed designs.
Electrical length of interconnects, both on-chip and off-chip, be-
come significant fraction of the signal wavelength and, hence, in-
terconnects can no longer be modeled as lumped circuits. Instead,
distributed transmission line models should be used. Moreover, in-
terconnects at chip, package, and board level become the most crit-
ical parts for the signal integrity of the whole system. Interconnect
effects such as ringing, signal delay, distortion, reflections, and
crosstalk could distort an analog signal such that it fails to meet
specifications or they could cause logic glitches that may fail a
design [3]. System-level performance issues such as transmission
lines and crosstalk are getting more and more important. Hence
it is extremely important to efficiently and accurately simulate cir-
cuits that contains transmission lines.

The main difficulty of transient simulation of transmission lines
is the mixed time/frequency domain problem: when transmission
line circuits contain nonlinear devices such as transistors and diodes,
these nonlinear devices must be characterized in time domain while
transmission lines are best characterized in frequency domain.
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The first group of methods for transmission line simulation is
the direct convolution approach [4–7]. First, frequency domain
description of the transmission line is transformed into time do-
main using inverse Fast Fourier Transform (FFT) [6], Numeri-
cal Inversion of Laplace Transform (NILT) [7], or analytical ap-
proach [4, 5]. Then convolution and nonlinear iterations are per-
formed in time domain to solve the circuit. This group of methods
has the highest accuracy. However, these approaches are compu-
tationally expensive because the convolution operation needs to
extend over the entire history, which leads to a total computation
time of O(N2).

Another category of methods for transmission line simulation
approximates the characteristics of transmission lines by rational
functions [10–17]. This kind of methods has the advantages that it
eliminates the use of FFT or NILT and allows an efficient evalua-
tion of the time domain convolution. Once the rational function
approximation is obtained, recursive convolution [11, 13–17] is
used to efficiently evaluate the time-domain convolution in linear
time. For this category of methods, higher order rational function
approximations are needed when accuracy is the main concern,
which would make these methods less efficient or even impracti-
cal.

The third category is the discrete lumped model methods which
use modal order reduction techniques [20, 21] to approximate the
infinite order of the distributed transmission line network. This
kind of approaches is the fastest, but has the lowest accuracy.

Between the tradeoff of accuracy and efficiency, recent trend
in VLSI industry has made accuracy the main concern for the sim-
ulaiton of transmission line circuits. Thus the first category of
methods, the direct convolution methods, is prefered. However,
the quardratic complexity of the direct convolution methods needs
to be improved.

In [2], the first category of methods is improved by using an
efficient convolution algorithm that based on the combination of
FFT and conventional convolution to reduce the complexity of the
convolution operation from O(N2) to O(Nlog2N). However, this
approach requires a uniform time step to perform the FFT convo-
lution operation, which means that the smallest time step must be
used when this approach is integrated in a circuit simulator, such as
SPICE3 [1, 4]. The smallest time step used by a simulator would
be orders of magnitude smaller than the average time step used,
which would make this approach impractical.

In this paper, we present a fast multilevel FFT convolution al-
gorithm for the transient simulation of lossy transmission lines
which extends [2]. The main contribution of this paper is the use of
our new average based numerical convolution formula combined



with the FFT convolution method proposed in [2]. Our average
based numerical convolution formula exploits both the analytical
forms of the transmission line impulse responses [4, 5] and adap-
tive time steps. Which makes it possible to use adaptive time steps
with the FFT convolution method in [2]. The step size mismatch
between the time step used by the circuit simulator and sampling
interval of the FFT convolution is handled accurately by using av-
erage values of the input function within the FFT sampling interval
instead of the input function itself. The sharp slope region of the
transfer function is treated specially to ensure numerical stability
and accuracy. A new breakpoint control scheme is also presented
to adaptively select simulation time steps.

The rest of this paper is organized as follows. Backgrounds
of conventional convolution simulation of simple lossy transmis-
sion line are introduced in section 2. Section 3 presents our mul-
tilevel FFT convolution algorithm. Section 4 discusses dynamic
time step control. Experimental results along with comparisons
with SPICE3 [4] are presented in section 5. Finally, the paper con-
cludes with conclusions and possible future directions in section
6.

2. CONVENTIONAL CONVOLUTION SIM

ULATION OF LOSSY INTERCONNECTS

2.1 Derivation of the Convolution Equations
The telegrapher equations that describe the transient behavior

of a lossy line are

∂v

∂x
= −(L

∂i

∂t
+ Ri) (1)

∂i

∂x
= −(C

∂v

∂t
+ Gv) (2)

with x varying between 0 and l, where l is the length of the trans-
mission line. Initial conditions are assumed to be zero. In conven-
tional two-port notation, the port variables are: v1(t) = v(0, t), i1(t) =
i(0, t), v2(t) = v(l, t), i2(t) = −i(l, t).

By taking Laplace transforms on (1) and (2), we have

∂V

∂x
= −(sL + R)I (3)

∂I

∂x
= −(sC + G)V (4)

The solution of (3) and (4) is rearranged [5] to arrive:
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where Y (s) =
q

sC+G
sL+R

and Y0 =
q

C
L

. Apply inverse Laplace

Transform to (5) and (6) and let:

h1(s) = L
−1{

Y (s)

Y0
} (7)

h2(s) = L
−1{e−λ(s)l} (8)

h3 = L
−1{

Y (s)

Y0
e−λ(s)l} (9)

we get the following two equations:

Y0v2(t) ∗ h1(t) − i2(t) = Y0v1(t) ∗ h3(t) + i1(t) ∗ h2(t) (10)

Y0v1(t) ∗ h1(t) − i1(t) = Y0v2(t) ∗ h3(t) + i2(t) ∗ h2(t) (11)

where * denotes convolution. Analytical solutions of transfer func-
tions h1(t), h2(t), and h3(t) were derived in [5]. These two equa-
tions characterize the transmission line two-port network.

2.2 Numerical Convolution
In general, the convolution to be calculated is:

y(t) =

Z t

0

x(τ )h(t − τ )dτ (12)

where y(t) is the output, h(t) is the transfer function (h1(t), h2(t),
or h3(t)), and x(t) is the input (v1(t), v2(t), i1(t), or i2(t)), which
is only available in previous times. At each simulation time point,
we need to calculate this convolution integral and each integral
needs to extend over all previous time points. For the sake of sim-
plicity, we use the Backward Euler rule to calculate this integral
numerically although high-order method is used in practice. For
instance, a generalized trapezoidal method is used in [5]. If the
simulation time points are (t0,t1,...,tN ), then at time point tk, the
convolution integral is approximated by:

y(tk) =

Z tk

0

x(τ )h(tk − τ )dτ =

k−1
X

i=0

Z ti+1

ti

x(ti)h(tk − τ )dτ

≈

k−1
X

i=1

x(ti)h(tk − ti)△i + x(tk)h(0)△k (13)

where △i = ti+1 − ti. Equation (13) can also be written as
y(tk) ≈ C1 + C2x(tk), where C1 and C2 can be calculated from
(13) since the only unknown in (13) is x(tk). As the simulation
proceeds, k progresses from 1 to N, if we calculate the in Equa-
tion (13) for each k directly, the total computation time is O(N2).
Because x(tk) is unknown at time point tk, we can not use FFT
to calculate the convolution for the reason that FFT requires the
entire sequence of {x(ti)}.

At a given time point tk, the only unknowns in equations (10)
and (11) are v1(tk), v2(tk), i1(tk), and i2(tk). To solve for these
four unknowns for this time point, convolutions in (10)(11) are
calculated and Modified Nodal Analysis (MNA) is used to obtain
two more (KCL) equations at both the near end and the far end of
the transmission line. Then these four equations, together with the
MNA equations from other components in the circuit, are loaded
into the circuit simulator and solved by the matrix solver in the
simulator to get v1(tk), v2(tk), i1(tk), and i2(tk). Thus the com-
putation of the convolutions in equations (10)(11) dominates the
execution time. For this reason, we propose our fast multilevel
FFT convolution algorithm in section 3.

3. THE MULTILEVEL FFT CONVOLUTION

ALGORITHM

3.1 Multilevel FFT Convolution
A multilevel FFT convolution method is proposed in [2] to ef-

ficiently calculate the convolution in Nlog2N time.
Suppose the time duration of x(t) and h(t) are T. First break

x(t) and h(t) into halves, define:



0<t<=T

T/2<t<=T

x0-T/2(t)*h0-T(t)+

xT/2-T(t)*h0-T/2(t)

0<t<=T/2

x0-T/2(t)*h0-T/2(t) 

T/4<t<=T/2

x0-T/4(t)*h0-T/2(t)+

xT/4-T/2(t)*h0-T/4(t)

0<t<=T/4

x0-T/4(t)*h0-T/4 (t)

T/2<t<=3T/4

xT/2-3T/4(t)*h0-T/4(t)

3T/4<t<=T

xT/2-3T/4(t)*h0-T/2(t)+

x3T/4-T(t)*h0-T/4(t)

Figure 1: An example of the multilevel FFT convolution algorithm

xa(t) =



x(t) t ∈ (0, T
2
]

0 t ∈ (T
2
, T ]

, xb(t) =



0 t ∈ (0, T
2
]

x(t) t ∈ (T
2
, T ]

and

ha(t) =



h(t) t ∈ (0, T
2
]

0 t ∈ (T
2
, T ]

, hb(t) =



0 t ∈ (0, T
2
]

h(t) t ∈ (T
2
, T ]

Then the convolution could be calculated as:

y(t) = x(t) ∗ h(t) = [xa(t) + xb(t)] ∗ [ha(t) + hb(t)]

= xa(t)∗ha(t)+xa(t)∗hb(t)+xb(t)∗ha(t)+xb(t)∗hb(t) (14)

1. For 0 < t ≤ T
2

, only xa ∗ ha is nonzero and we have

f(t) = xa(t) ∗ ha(t) (15)

2. For T
2

< t ≤ T , xb ∗ hb = 0, we have

f(t) = xa(t) ∗ h(t) + xb(t) ∗ ha(t) (16)

where xa(t)∗h(t) could be calculated by FFT in O(NlogN)
time since all values of xa(t) and h(t) are known.

3. For t > T , the convolution x(t) ∗ h(t) can be calculated by
FFT.

To calculate xa(t) ∗ ha(t) and xb(t) ∗ ha(t), we can further di-
vide them into time sequences of duration T

4
, recursively apply the

same idea whenever possible. Thus the complexity of the above
method is O(Nlog2N):

O(Nlog2N) = O(NlogN + 2(
N

2
log

N

2
) + 4(

N

4
log

N

4
) + ...)

(17)
An example of this multilevel convolution algorithm is shown in
Fig. 5 where the convolutions underlined can be calculated by FFT
while other convolutions can be further divided. FFT requires the
step size used to sample the waveforms of x(t) and h(t) to be
uniform.

3.2 Average Based Numerical Convolution For
mula

In this section we will show how to use FFT to calculate the
convolution when both x(t) and h(t) are known. A new average

( )x t

1i
t i

t
1i

t 2i
t t

error

......

...

...

( )x t

1i
t i

t
1i

t 2i
t t

error

......

...

...

Figure 2: Mismatch between the FFT Sampling Points and

Simulation Time Points

based numerical convolution formula is derived for this FFT con-
volution approach.

In order to use FFT to calculate the convolution, first we need
to discretize x(t) and h(t). FFT requires an uniform step size to
sample both x(t) and h(t), as shown in Fig. 2 where the time
interval [0, tk] is discretized using a uniform step size △ such that
ti+1 − ti = △, i = 0, ..., k − 1. These sampling time points are
shown as circles in the figure.

The x(t) values are calculated by the circuit simulator at time
points t′0, t′1,...,t′j with non-uniform time step sizes, which are dif-
ferent from △. These time points are shown as black dots in Fig.
2 and they may not match the sampling time points of FFT. If
we assume h(t) is 1 the convolution integral will be reduced to

y(tk) =
R tk

0
x(τ )dτ =

Pk−1
i=0

R ti+1

ti

x(ti)dτ . Take the integra-

tion
R ti+1

ti

x(ti)dτ as an example and suppose Trapezoidal Rule

is used to calculate the integration. The integral calculated by the
uniform FFT sampling is

R ti+1

ti

x(t)dt = 1
2
△(x(ti) + x(ti+1)),

which is shown as the area under the dotted line inside the time
interval (ti, ti+1) in Fig. 2. However, the actual value of the inte-
gration is the shaded area shown in the same figure. Thus the step
size mismatch will cause numerical integration error, as shown in
Fig. 2.

In order to solve this step size mismatch problem and utilize



the analytical forms of the transfer functions, we propose a new
average based numerical convolution method that is based on the
average value and slope of x(t) in order to fully utilize the x(t)
information inside a FFT sampling interval. we calculate three
average values x̃i, x̃i1, and x̃i2 for the interval t ∈ (ti, ti+1):

x̃i =

R ti+1

ti

x(t)dt

△
(18)

x̃i1 =

R ti+1−
△

2

ti

x(t)dt

△/2
(19)

x̃i2 =

R ti+1

ti+
△

2

x(t)dt

△/2
(20)

Let the slope si = x̃i2−x̃i1

△/2
, we use the piecewise linear func-

tion

x̃(t) = x̃i+si[t−(ti+
△

2
)], t ∈ [ti, ti+1), i = 0, ..., k−1 (21)

to approximate x(t).
Thus the convolution y(tk) = x(tk) ∗ h(tk) can be re-written

as:

y(tk) =

Z tk

0

x̃(τ )h(tk − τ )dτ =

k−1
X

i=0

Z ti+1

ti

(x̃i + si[τ − (ti +
△

2
)])h(tk − τ )dτ (22)

Equation (22) can be evaluated by parts and algebraically ma-
nipulated to arrive:

y(tk) =

k−1
X

i=0

x̃iha,k−i +

k−1
X

i=0

sihb,k−i (23)

where

ha,k−i =

Z tk−ti

tk−ti+1

h(τ )dτ (24)

hb,k−i = −
△

2

Z tk−ti

tk−ti+1

h(τ )dτ+

Z tk−ti

tk−ti+1

Z τ

tk−ti+1

h(τ ′)dτ ′dτ

(25)
Equation (23) is evaluated by two FFTs in O(NlogN) time,

one FFT for the sum
Pk−1

i=0 x̃iha,k−i and the other for the sum
Pk−1

i=0 sihb,k−i. Then the values of the convolution y(t) at time
points t0, t1, ..., tk are obtained by combining these two FFT re-
sults. Since our simulation time points may not match time points
t0, t1, ..., tk, the convolution values for those mismatched time
points are calculated by interpolation.

Analytical expressions of
R t

0
h1(τ )dτ ,

R t

0

R τ ′

0
h1(τ

′)dτ ′dτ , and
R t

0
h3(τ )dτ are derived for the special case of G=0 in [5]. For the

cases when analytical expressions are not available, these integrals
are calculated numerically.

3.3 Large Slope Control
We observe that the transfer functions h1(t), h2(t), or h3(t)

may have a very large slope during a small time interval. For in-
stance, a transfer function h1(t) is shown in Fig. 3. This transfer
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x 10
8
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Figure 3: A Transfer function that shows a sharp slope region

at the beginning of the simulation

function changes rapidly in the time interval (0,0.4ns). This will
cause the corresponding FFT convolution calculated also have a
sharp region. Interpolation inside the sharp region of the FFT con-
volution result will cause large errors. Fortunately, the sharper the
transfer function, the smaller the time interval of the sharp region
will be. Thus in order to efficiently and accurately catch these fast
changing regions of the transfer functions we’ll identify the sharp
region of each transfer function by pre-processing the slope of the
transfer functions and then identify the sharp region and divide
each of the transfer functions into two parts:

hs(t) =



h(t) if t ∈ [tSharpStart, tSharpEnd]
0 otherwise

hn(t) =



0 if t ∈ [tSharpStart, tSharpEnd]
h(t) otherwise

Thus h(t) = hs(t) + hn(t) and the convolution y(t) = x(t) ∗
h(t) = x(t) ∗ hs(t) + x(t) ∗ hn(t) Since hs(t) is the identified
sharp slope region of the transfer function h(t), we use the gener-
alized trapezoidal method [5] instead of our multilevel FFT con-
volution algorithm to calculate x(t) ∗ hs(t) because interpolation
error could be large for this region. For x(t) ∗ hn(t) the proposed
multilevel FFT convolution algorithm is used.

3.4 Algorithm Description
Now we are ready to present the whole picture of the proposed

multilevel FFT convolution algorithm. Generally, we follow the
recursive procedure described in section 3.1. For a given time
point, several FFT convolutions need to be calculated according to
Fig. 5. If the current simulation time point is tk, FFT convolution
is calculated using the numerical convolution formula presented in
section 3.2 and stored if it hasn’t been calculated yet. However, the
convolution could be already calculated by a previous time point.
In this case we just load the corresponding result for this time point
tk, interpolation is used if needed. The calculated convolution by
the proposed multilevel FFT convolution method will be in the
form of Cx(tk) + C′, where C and C′ are two constants calcu-
lated and x(tk) is the unknown. After all convolutions in equation



tnty tz

tau

Td

tbtx
t

Vinc(t)

Figure 4: An example of breakpoint control scheme

10 and 11 are calculated, equation 10 and 11 can be written as:

c1v2(tk) − i1(tk) = c2v1(tk) + c3i2(tk) + c4 (26)

c5v1(tk) − i2(tk) = c6v2(tk) + c7i1(tk) + c8 (27)

We can write KCL equations for both the near end and the
far end of the transmission line. This two KCL equations and
equations (26) (27) are loaded into the circuit simulator and then
v1(tk), v2(tk), i1(tk), and i2(tk) are solved by the simulator.

4. ADAPTIVE TIME STEP CONTROL
A new breakpoint control scheme is presented in this section to

effectively capture waveform discontinuity during the simulation.
Breakpoints are points in time where simulation is forced. Signals
propagate on a transmission line with a delay Td. If there is a
discontinuity in the incident wave at the one end of the line, this
discontinuity will propagate to the other end after the delay Td.
Same thing for the reflected wave. Thus it is important for the
simulator to catch this discontinuity in order to ensure accuracy.

The breakpoint control scheme is given as an example shown
in Fig. 4, where vinc(t) denotes a incident wave at the near end
of the line and tn is the current simulation timepoint. Solid dots
represent previous timepoints. We need to detect sigular points
in previous timepoints of this near end incident wave in order to
capture sigularity at the far end. For example, if we found a sigular
point at time point ty as shown in the figure, we need to add a
breakpoint at ty +Td. The problem is how to detect this sigularity.

Grivet-Talocia et. al. [11] proposed to use second derivative to
check the discontinuity. However, if we have noise in the wave-
form, as shown in Fig.4 from time tx to ty, a lot of unnecessary
breakpoints will be added because the noise is not ignored. Fur-
thermore, singularity is checked during the time interval (tn −
Td, tn) in [11], which would be too large for a long line.

We propose to use a two stage approach to check the disconti-
nuity. Instead of checking the time interval (tn−Td, tn), we check
the interval (tn−tau, tn) where tau is no larger than Td and num-
ber of time points inside the interval (tn − tau, tn) should be less
than a threshold, say 10. Once the time interval is determined, we
first smooth the waveform using a moving average filter. All high
frequency noise should be removed by the filter. Then we check
the second derivative of the smoothed waveform. Once the first

tr=70ps
Period=1.6ns

50

R=6.833K /m

L=712.79nH/m

C=179.93pF/m

G=0

Length=0.005m

2fF

Figure 5: The test circuit, an on-chip transmission line
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Figure 6: Voltage response at near end

sigular point ty is found, we add a breakpoint at ty +Td and finish
the breakpoint control. The next time point will be determined by
the nearest breakpoint in the furture and Local Truncation Error
calculated from other devices such as inductors and capacitors in
the circuit.

5. EXPERIMENTAL RESULTS
The proposed approach is implemented in a modified version

of Berkeley SPICE3f5. The experiments are executed on a Linux
machine with 3.4GHz CPU and 2GB memory. For the test circuit
shown in Fig. 5, Fig. 6 shows the voltage response at near end
of transmission line, where our results exactly matches SPICE3
result. We ran the same circuit for 10ns, 10ns and 100ns. table
1 shows the CPU time and speedup. It can be seen from table
1 that the proposed method is much more efficient than SPICE3.
The speedup increases from 2.5x to 126.6x when we increase the
simulation length from 10ns to 200ns.

6. CONCLUSIONS AND FUTURE DIREC

TIONS
In this paper, the proposed multilevel FFT convolution method

reduces complexity of the conventional convolution approach for

Table 1: CPU Times For the Circuit Shown in Fig. 5

Experiment SPICE3 Proposed Method Speedup

Simulate 10ns 0.4s 0.16s 2.5

Simulate 100ns 34s 1.43s 23.7

Simulate 200ns 366s 2.89s 126.6



lossy transmission lines from O(N2) to O(NLog2N) by utiliz-
ing a multilevel FFT convolution method. Average based numeri-
cal convolution formula that exploits both the analytical forms of
the lossy transmission line impulse responses and adaptive time
steps are developed for the proposed multilevel FFT convolution
method. Effective breakpoint control scheme is developed to adap-
tively select simulation timesteps. Experimental results demon-
strate accurate waveform match with SPICE3f5 while the pro-
posed approach is over 100 times faster than SPICE3f5. The pro-
posed multilevel FFT convolution method can also be used for
simulation of multiconductor Transmission Lines with frequency
dependance per unit length parameters and transient simulation of
lossy interconnects based on frequency domain S-Parameter data.
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