
Detecting DDoS attacks with passive measurement based heuristics

Christos Siaterlis
csiat@netmode.ntua.gr

Basil Maglaris
maglaris@netmode.ntua.gr

National Technical University of Athens
Network Management and Optimal Design (NETMODE) Lab

Iroon Politechniou 9, Zographou, 157 80 Athens, Greece

Abstract

Network traffic anomalies such as Distributed Denial of
Service attacks or the propagation of a new worm are hard
to detect on non-congested ISP backbone links. The re-
search community hasn’t managed to offer reliable detec-
tion metrics that can be implemented with the current tech-
nology constraints to network administrators yet. In this
work we explore and evaluate the effectiveness of several
potential heuristics in detecting flooding attacks. Our ob-
servations are based on a daily network traffic analysis for
a period longer than 3 months and on more than 40 exper-
iments that were conducted with the use of common DDoS
tools in the production network of an academic ISP.
The data analyzed are based on different types of passive
measurements that are available today to ISP’s. We iden-
tify multiple effective detection metrics that could give net-
work administrators insight to malicious activities passing
through their networks.

1. Introduction

Distributed Denial of Service attacks or more accurately
packet flooding attacks, in contrast to logical DoS attacks
that exploit certain OS or application vulnerabilities, have
received the attention of the networking research commu-
nity for the past few years. Nevertheless they are still a hard
open problem. Network engineers face such unpleasant
events more and more often as the DDoS phenomenon has
escalated in the 2000-2003 period. Some of the attacks that
have reached the mass media and highlight their increas-
ing complexity and their wicked use, are the attacks against
anti-spam black-list companies like Osirusoft , against the
”AlJazeera” news network and against the 13 root name
servers. Worms are also an emerging threat and they are
not unrelated to the DDoS problem as they are being used
to conquer attack agents [2].

Network administrators expect the research community

to provide useful techniques for detecting and mitigating
these problems but until now their weapons are spoofing
prevention techniques (like Ingress [10] and RPF filtering
[7]), custom detection methods [1] and manually employed
countermeasures (firewall filtering, rate limiting [8] or via
route blackholes[6]).
In the research arena, most of the state of the art DDoS
detection algorithms assume that the detection infrastruc-
ture is located near a saturated link in the vicinity of the
victim, where the detection is ”easy”. The tradeoff in this
case is that detection algorithms can be simplified but lo-
cal response is ineffective as the available bandwidth has
already been consumed in the upstream path. To couple
with this problem, techniques like ”IP traceback” [16] or
”IP Pushback” [12] aim to find the attack source and po-
tentially move the countermeasures near the sources of the
attack. They assume though some sort of automated large
scale cooperation and their success in a diverse networked
world is doubtful.

In another possible scenario, that has received much less
attention, the server under attack belongs to a customer
hosted in a well connected ISP that performs DDoS detec-
tion on a over-provisioned link. Such underutilized high
bandwidth links are a common practice to ISP’s backbone
networks. In this case attack detection is much harder as
link saturation is no longer the identifying anomaly signa-
ture. Additionally our sensors have to cope with high data
rates which impose constraints in the detection algorithm’s
complexity. This way, complex processing techniques like
power spectral density estimation [4] or clustering algo-
rithms [9] are promising but not readily available. Another
aspect of the importance of this case for the security man-
agement of ISP’s, is that it’s preferable to perform DDoS
detection at a few points of the over-provisioned backbone
and not necessarily on small, congested customer links. It
would be economically questionable to expect customers to
pay for a dedicated DDoS detection service.

Based on these constraints, we explore the effectiveness
of several potential detection metrics that are based on pas-



sive measurements and manage to identify a number of
heuristics that can help building reliable DDoS and worm
detection mechanisms. We also propose to combine these
heuristics with the use of a data fusion algorithm. Our anal-
ysis is based on DDoS experiments and a day by day traffic
analysis for a period longer than three months. As we de-
scribed earlier, the link that was monitored could sustain
packet floods without severe congestion. This fact made the
detection of traffic anomalies challenging and in the same
time allowed us to conduct DDoS attacks without causing
any harm to legitimate users of the network.

This paper is structured as follows: we begin in section
2 with a brief introduction of the available passive measure-
ment techniques. In section 3, we present the topology and
the traffic characteristics of our experimentation platform,
an academic-network ISP. In section 4 we continue with an
evaluation of several potential DDoS detection metrics. Be-
fore we conclude, we will summarize in section 5 the main
results of our analysis and discuss future directions.

2. Network monitoring with passive measure-
ments

The methods available today to network administrators
to monitor their networks can be categorized in the follow-
ing types:

1. Packet capturing. The most powerful passive mea-
surement method is through direct packet capturing.
The main problem of this method is that the monitor
has to cope with very high link speeds that impose
constraints on the complexity of the statistics that are
kept. Specialized hardware like network processors [3]
might help keeping up with the increasing data transfer
rates in the future.

2. SNMP based measurements. This measurement type
is very generic as it doesn’t actually specify the content
or the method of the measurement but the way it is re-
trieved, mainly through the use of the SNMP protocol.
Nevertheless this category includes all the useful mea-
surements that one can obtain from the network de-
vices through the MIB’s they implement. These mea-
surements lack detail and are mainly packet or byte
counters that are refreshed every few seconds.

3. Flow based accounting. A flow is defined as a unique
set of the following 5 characteristics <protocol, source
IP, source port, destination IP, destination port> and
defines a higher level description of a traffic stream.
This information that is kept by the routers is much
smaller in size than whole packets but in the same time
loses some additional information like TCP header
flags. Another characteristic of this measurement type

is that it is near real-time, in a sense that a flow is ex-
ported to the monitoring station when it has expired
[5]. Sampling is some times required because a router
can’t keep up with the high transfer rates.

3. Experimentation platform

To evaluate the effectiveness and usability of potential
DDoS detection heuristics we have performed a series of ex-
periments on an academic research network. As we argued
in the introduction, DDoS detection on an over-provisioned
high-bandwidth link where traffic is aggregated but stays
in low utilization levels holds great interest. In practice,
a single hosted network with a fast upstream link had to
be monitored. The Gigabit Ethernet link between an aca-
demic ISP and a large university was a good candidate.
Some information of interest is that this link keeps a sus-
tained rate of 250Mbps with peaks higher than 400Mbps
and contains a rich network traffic mix carrying both stan-
dard network services like web traffic, but also peer-to-peer
application traffic, online games, as well as streaming au-
dio and video traffic. This fact is significant because some
detection algorithms might work fine in simulation or lab-
testbed experiments, but their high false alarm rate when
facing real traffic renders them useless. We conducted more
than 40 experiments over several days during business hours
and with background traffic generated from the more than
4000 hosts of the university campus. In our experiment
scenario the victim was located inside the campus with a
10Mbps link whereas the attacker was outside the campus
coming directly from its ISP. The attacker was connected to
a 100Mbps interface to simulate the aggregation of traffic
from several attacking hosts (Fig. 1). Using well known
DDoS tools like Stacheldraht and TFN2K we performed a
series of flooding attacks with spoofed IP’s and specifically
SYN-floods, UDP and ICMP attacks. The attacks used the
common method of selecting source addresses from the at-
tacker’s real subnet in order to bypass any e-gress or RPF
filtering

For presentation purposes we have used 2 characteris-
tic DDoS attack scenarios for all upcoming figures. The
first was a TCP SYN attack against a web server which
consisted of 2 pulses with duration of 90 seconds and the
second one was a UDP attack that lasted one minute. Our
comments and the analysis of the performance of various
detection metrics are based on our experiments and on the
daily analysis of the observed traffic patterns for more than
3 months. In this period the emergence of the MsBlaster and
Welchia worms, as well as DDoS attacks against Spamhaus
servers [18] took place. During this period of time we had
to keep track of our observations and for this purpose we
developed a simple threshold-based alarm generation en-
gine. The thresholds for each metric were static during this



3 month period. They were defined based on previous expe-
rience in order to maintain a 100% detection rate for all the
attacks initiated by us. In the next section, we will present
the alarm triggering rate without any quantitative measure-
ment of the false alarm rate because the interpretation of
the observed traffic patterns is subjective. Nevertheless we
will still make some qualitative statements about the perfor-
mance of the metrics. In any case, we have to underline the
fact that the alarm rate was so small that it was feasible for
a security specialist to closely observe each distinct alarm.
Once again our approach shows its practical importance for
network administrators.
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Figure 1. Experiment topology
protocol packets/sec Mbps
tcp 37184.8( 92.55%) 204.47( 94.32%)
ftp 1155.3 (2.87%) 8.19 (3.78%)
smtp 168.6 ( 0.42%) 0.94 ( 0.43%)
http/s 4011.6 ( 9.98%) 21.19 ( 9.78%)
nntp 362.9 ( 0.90%) 1.76 ( 0.81%)
p2p 7536,8 (18,75%) 41.53 (19,16%)
other 23911.9 (59.54%) 130.60( 60.25%)
udp 2854.1 ( 7.10%) 12.23 (5.64%)
dns 180.9 ( 0.45%) 0.19 (0.09%)
realaud 1312.1 ( 3.27%) 9.93 (4.58%)
other 1,361.10 ( 3.38%) 2.11 (0.97%)
icmp 111.2 ( 0.28%) 0.075 ( 0.03%)
Avg: 216.80Mbps Stddev:6.53M Peak: 237.13Mbps

Figure 2. Partial analysis of typical
traffic mix on the monitored link dur-
ing a 30 min time interval

4. Detection Metrics Evaluation

The main result of our study is that some of the com-
monly used DDoS detection metrics were proved ineffec-
tive while some of the modified metrics we propose can
drastically serve in the task of identifying traffic anoma-
lies caused even by unsuccessful flooding attempts. We will
present the heuristics we evaluated grouped by the measure-
ment methodology.

4.1. Packet capturing

Our packet capturing infrastructure consists of commod-
ity hardware (Intel P4 2.4GHz with an Intel Gig. Ether-
net card) and open-source software. We have developed
a custom preprocessor plugin for the popular open source

IDS Snort that produces traffic statistics based on captured
packet data (libpcap format). The statistics kept were cho-
sen to be simple so that it is feasible to run the plugin at
high wire-speeds with minimum packet drops (< 0.1%).
Using these tools we are able to collect data of the incoming
and outgoing TCP,TCP SYN, TCP FIN, UDP,ICMP packet
rates and their corresponding share of the link utilization
sampled in regular time intervals. The time granularity is
set to 30sec so that we can detect even short-living anoma-
lies. All the data produced by our plugin are stored in round
robin databases with the use of the RRDtool [15].

• Symmetry of TCP flows. Due to the nature of the
TCP protocol we expect a loose symmetry on the in-
coming versus outgoing packet rates. This symmetry
has already been used as a DDoS detection principle
in MULTOPS [11] and D-WARD [14] which use the
similar but less effective TCP in packets/sec

TCP out packets/sec metric)
(Fig.7). We propose the use of the ratio

incoming SY N packets/sec

outgoing FIN packets/sec

Our metric is very similar to the metric proposed by
[19] which lacked the incoming/outgoing discrimina-
tion. This was actually its disadvantage as it could be
fooled by an attacker who sends bogus FIN packets.
Our metric is resilient to such evasion techniques and
in the face of normal traffic, measured on over 1 sec in-
tervals, showed to be a fairly stable metric taking val-
ues in the area of 1. SYN attacks are clearly identifi-
able by this metric as Fig. 3 shows. This metric can ob-
viously recognize only TCP SYN attacks and was very
reliable without generating many false alarms. More
specifically the total number of distinct alarms during
90 days of operation was only 19 (Fig.8).

• ICMP and UDP attacks are mainly bandwidth con-
sumption attacks and as these traffic types generally
utilize small amounts of bandwidth, sudden changes
in the transferred ICMP or UDP bytes/sec are good in-
dications of attacks. An improvement over this simple
approach is the UDP ratio :

incoming bit/sec

outgoing bit/sec

The intuition behind this metric is that although there
isn’t a clear symmetry in the UDP traffic as in the case
of TCP, there is still a fairly stable site dependant be-
havior (ratio value) depending on the presence of DNS,
NFS, streaming servers etc (Fig. 11). Once again the
DWard project [14] uses a similar metric and more
specifically UDP, ICMP incoming packets/sec

outgoing packets/sec that has
similar but inferior performance as UDP attacks are



The SYN attack experiment

Figure 3. SYN/FIN rate is a good met-
ric.

Figure 4. The ’Number of active
flows’ metric failed to detect the at-
tacks.

Figure 5. The ’Flow learn failure’
heuristic partially detected the at-
tacks.

Figure 6. Just the packet rate is not
a clear indication of attack.

Figure 7. The in/out packet ratio is
inferior to the SYN/FIN ratio.

actually aiming at the generation of high bandwidth
streams. We have to note here that this metric gener-
ated some false alarms and the total number of distinct
alarms was 144. These were mainly due to curious
packet transfers of peer-to-peer applications but also
to DDoS like DNS traffic targeted to our DNS servers
that are hosting the Spamhaus blacklist.
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Figure 8. SYN/FIN ratio alarms dur-
ing 90 days of operation.

0 10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

9

10

Days

D
is

tin
ct

 a
la

rm
s

UDP

Figure 9. UDP byte ratio alarms.
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Figure 10. ICMP byte ratio alarms.

• The ICMP outgoing bit/sec
incoming bit/sec ratio as we mentioned

above serves as an indication of an ICMP flood. In
the same time it can help lower the false alarm rate of
UDP attack detection because most of the times dur-
ing a UDP attack a reverse ICMP stream is generated
(Fig. 12). In this case our metric is sensitive to two
distinct phenomena namely UDP-floods and ICMP-
floods. This metric was very stable generating negli-



gible false alarms (only 6 in 90 days) while keeping
detection rates high (Fig. 10).

• Persistent failing connection attempts could be a po-
tential DoS anomaly signature. We can argue that hu-
man initiated connection attempts are not going to in-
sist if they fail. This is translated as a small rate of RST
and ICMP port unreachable packets. Nevertheless this
is not the case with the widely used peer-to-peer file
sharing clients that often persist on accessing clients
that are no longer available. In this case this metric
had limited value.

THE UDP ATTACK EXPERIMENT

Figure 11. UDP byte ratio is a good
heuristic for UDP attacks.

Figure 12. ICMP byte ratio can poten-
tially help detecting a UDP attack.

4.2. SNMP based measuments

For the retrieval of information kept in the router’s MIB’s
we developed a simple SNMP data collector in Perl. Our
program uses a polling approach with a period of 30 sec-
onds and stores the acquired data in round robin databases.

• Number of active flows. In the presence of a spoofed
attack the number of active flows should rise suddenly
(mentioned in [1]) but as we see in Fig. 4 this is not a
reliable detection criterion.

• Flow generation rate. We discovered that the number
of learning failures of a flow accounting algorithm was
able to identify spoofed flooding attempts. The reason
is that although the number of flows exhibits a high
fluctuation when facing of normal traffic the flows are
created and removed from the routers cache in a rea-
sonable time interval. When a flooding attack occurs
the amount of ’transports that are not completed’[5]

(for example with TCP FIN or RST) is large, so the en-
tries are not removed gracefully but are filling up the
cache causing flow learning failures. A sensor based
on this metric cannot discriminate between flows of
different protocols and this way can’t separate the dif-
ferent attack types. Nevertheless it is a good indication
of spoofed attacks.

• Site dependant and policy metrics. Examples of such
metrics are: the small UDP and ICMP bit rate in a link,
a small rate of fragmented packets or the CPU utiliza-
tion of legacy routers without distributed processing.
A network administrator, knowing by experience the
network’s behavior, can define a clear policy in terms
of upper and lower thresholds of what constitutes nor-
mal behavior or not with the additional aid of the sen-
sor’s statistic reports. Although these thresholds can-
not be very tight to avoid a high rate of false positives
due to traffic burstiness, we can use anomalous look-
ing events as hints. One commonly used metric of this
type is the packet or bit rate on a link. We could ex-
pect a visible ramp-up during an attack. Unfortunately
this is not always the case, especially in high band-
width links where the volume of the aggregated attack
stream is still a small percent of the total (Fig. 6).

4.3. Netflow data analysis

To get more detailed information about the flows seen
by the router we configured a Netflow collector that gathers
and stores the flow entries that are exported by the router.
Furthermore we have developed our custom scripts to pro-
cess this data and calculate our detection metrics.

• Flow length distribution. It would be reasonable to as-
sume that the distribution of the number of packets in
a flow (per protocol) would provide a good sign for a
spoofed DDoS attack. We would expect a high num-
ber of flows with few packets (1-3) as a result of the
randomness in the source addresses and ports. Our
analysis revealed that this metric is actually sensitive to
spoofed DoS attacks but also to port scans1 and worm
propagation. These are the main reasons for its rather
erratic behavior(Fig. 14).

• Flow size distribution. Similarly, the distribution of
the average packet size in a flow was also very sen-
sitive to port scans producing thus false indications of
attacks (Fig. 13). Nevertheless it provides a useful hint
for anomalous events. A similar detection approach is
adopted by the Panoptis project [13] which calculates
a threshold on the average flow size in a time interval.

1a phenomenon that although it might be considered by some adminis-
trators as malicious it is still rather frequent



Figure 13. Number of packets distri-
bution of TCP flows has high fluctu-
ations.

Figure 14. Average packet size dis-
tribution of TCP flows has high fluc-
tuations.

5. Discussion

We have reviewed several detection metrics that are pro-
posed in the DDoS literature and were able to suggest im-
provements while keeping a practical orientation in our re-
search. Our detection metrics are simple and can be im-
plemented without special hardware but are still achieving
a small false alarm rate. Beyond these facts, we mentioned
several less accurate detection metrics that although they are
not definite indications but mere hints, there is a potential
gain if we integrate them into a single higher level indica-
tion. We propose thus the use of a data fusion algorithm like
”Theory of Evidence” as the mathematical framework that
will integrate all the proposed heuristics[17].

6. Conclusion

We have explored and evaluated a set of potential DDoS
detection metrics that are based on complementary passive
measurement methods like packet capturing, SNMP data
acquisition and Netflow based traffic monitoring. The eval-
uation of these metrics was based on experiments in an aca-
demic ISP network. If network administrators start using
the detection heuristics that were shown to be effective, like
the SYN/FIN packet ratio or the Flow learning failures, to
detect DDoS attacks reliably we will make a necessary step
for automatic response and countermeasure deployment.
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