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Abstract— As of today, many routing protocols for wireless
mesh networks have been proposed. Nevertheless, quite a few
take the high loss rate of control packets into account. This work
analyzes the problem of consistent routing information among
wireless network nodes. To accomplish this, we propose a metric
to evaluate the level of inconsistency among routing tables. Our
experimental analysis demonstrates that the high loss rates seen
in indoor environments negatively influence route computation.
In addition, we demonstrate that the high network dynamics
leads to severe instability in next hop selection. Results show that
the effect of loss is significant and that the simple manipulation
of routing protocol configuration parameters may be not enough
to cope with the problem.

I. I NTRODUCTION

Wireless mesh networks use a stationary backbone com-
posed of wireless routers to improve the network connectivity
and extend the coverage to users not within direct range
of wireless gateways. In these networks, data forwarding is
performed via multiple hops where backbone routers are the
intermediate nodes.

In multihop communications routing plays a fundamental
role. Routing protocols usually run shortest path algorithms to
find the best path between any source-destination pair in the
network [1]. In link-state routing protocols, the shortestpath
is computed from global topology information, maintained
by each network node locally. This information is received
from neighbor nodes and also from other nodes via periodical
flooding of control messages. One of the main challenges in
wireless mesh networking is to guarantee a synchronized view
of the network topology at all nodes. This problem stems
mainly from the delay and loss of control messages. Dis-
tributed shortest path algorithms may not correctly converge
because they require all nodes to compute paths based on the
same routing information base. Otherwise, the shortest path
found from one source-destination pair will not be the same
if computed by different nodes. The lack of synchronization
in topology information leads to inconsistencies on nodes’
routing tables [2]. The consequences are routing loops and
non-optimal paths, which in wireless networks represent a
severe problem given all the bandwidth constraints and the
shared medium access.

The problem of routing synchronization in wireless net-
works has been addressed in related work. Yang and Wang [3]

evaluate the importance of using routing metrics suited to the
routing protocol used. They advocate that routing metric, pro-
tocol, and also testbed environment must be taken into account
to avoid synchronization problems. Zaidi and Landfeldt [4]
benefit from the broadcast nature of wireless transmissionsto
monitor nodes which send inconsistent routing information. In
their work, every node overhears the medium to verify if their
information is correctly retransmitted by other nodes. If not,
they send warnings to the originating node. Upon receiving
a warning, the node must update its routing information or
will not be considered by other nodes. Huanget al. [5]
evaluate the impact on network performance of routing update
frequency. They conclude that increasing the frequency of
updates does not necessarily improve network performance.
Campistaet al. [6] propose a routing protocol that reduces
control message overhead in wireless mesh networks. They
propose an algorithm to control flooding based on the position
of the network gateways.

Wireless mesh networks use routing techniques to cope with
link failures and network delays. Reducing loss caused by
routing table inconsistencies can leverage such techniques.
Javadi et al. [7] propose a multipath routing protocol that
defines a primary path to send packets and alternative paths
to carry copies of the same packets. Thus, this proposal
creates redundant flows sent by multiple paths to improve
network reliability. Nevertheless, the topology information can
be quite inconsistent and the alternative paths can also lead to
routing loops and loss. This solution is similar to the anypath
routing, in which every two nodes are connected through
multiple paths. The main difference, however, is that a node
chooses only one of these paths to forward a single packet,
depending on the amount of packet loss of each path. Lauferet
al. [8] propose the multirate anypath routing protocol which
also chooses the best transmission rate each node can use to
forward a packet, further improving network performance.

In this work, we evaluate the problem of routing synchro-
nization in wireless mesh networks. Unlike previous work,
we propose a metric to evaluate the synchronization, i.e. the
level of inconsistency among nodes’ routing tables. By using
this metric, it is possible to understand problems such as low
delivery rate and routing loop existence in mesh networks. The
analysis is based on a testbed operating with OLSR (Optimized



Link-State Routing) [9], which is a routing protocol often used
in wireless mesh networks. We conduct experimental analysis
in an indoor testbed located in our university campus. Results
show that the effect of loss is significant and that the simple
manipulation of routing protocol configuration parametersis
not enough to avoid poor performance.

This work is organized as follows. Section II overviews
relevant characteristics of OLSR. Section III introduces our
proposed metric. Our experimental setup is described in Sec-
tion IV and our results are presented in Section V. Finally,
Section VI concludes this work and discusses future directions.

II. OLSR PROTOCOL

OLSR periodically sends control messages to maintain paths
to all possible destinations in the network. This avoids route
discovery procedures, but an amount of the network capacity
is spent with control traffic. A variant of OLSR is under
standardization in the upcoming standard IEEE 802.11s for
wireless mesh networks. In addition to adjacency discovery,
OLSR also usesHELLO messages to compute link states. It
is also possible to infer two-hop neighbors fromHELLOs
because each node lists all its neighbors on these messages.

OLSR uses Topology Control (TC) messages to flood link
states via broadcast. Thus, all neighbor nodes receive a TC
message from a single transmission of the originating node.
Nevertheless, since the same message can be received from
multiple nodes, e.g. by the originating and a retransmitting
node, OLSR uses a controlled-flooding mechanism to re-
duce redundant messages. Each node selects a subset of its
neighbors, called the MPR (Multi-Point Relay) set, which
is enough to reach all two-hop neighbors. Therefore, each
node has its TC messages forwarded only by nodes within
its own MPR set. The OLSR implementationoslrd used in
this work has the configuration parametersTcRedundancy,
MprCoverage, andLinkQualityFishEye to adjust the
amount of control traffic injected in the network [9].

• TcRedundancy: adjusts the amount of information on
each TC message. This parameter defines three possible
levels. In level 0, TC messages only inform link states
between the originating node and the nodes that have
selected it to be in the MPR set (MPR selector set).
This level provides the minimum information needed
to all nodes compute routes. In Level 1, TC messages
contain, in addition to the link states of Level 0, link
states between the originating node and its neighbors in
its MPR set. In Level 2, all link states from a node to its
neighbors are announced.

• MprCoverage: defines the number of nodes in the MPR
set that must be used to reach all two-hop neighbors.
This parameter can assume any integer value from one
to seven. IfMprCoverage is equal to one, the control
traffic is kept at the minimum. On the other hand, if
MprCoverage is equal tom, each node selects its MPR
set to guarantee that all its two-hop neighbors are reached
by at leastm neighbors in the MPR set, if possible.

Practically, the greater theMprCoverage value, the
more control traffic is sent.

• LinkQualityFishEye: defines whether the flooding
control mechanism Fisheye is used. This mechanism was
proposed by Peiet al. [10] to reduce the number of
topology control messages in ad hoc networks. Peiet
al. advocate that the accuracy of TC messages is lost as
the number of hops between any pair of nodes increases.
Hence, it is more efficient to concentrate topology control
messages among nodes closer to the originating node. To
control TC message dissemination, Fisheye sets the TTL
(Time-To-Live) field of IP.

The impact of these parameters is evaluated in Section V.

III. D EFINITIONS AND NOTATIONS

In this work, a wireless mesh network is modeled as a
weighted connected graphG = (V,E, e), where V is the
vertex set,E is the edge set, ande is the edge weight function.
In this graph, a vertex denotes a backbone router, an edge
denotes a wireless link connecting two routers, and the edge
weight represents the link cost. The set of routers and linksare
fixed whereas the link costs vary over time. In addition, the
set of edges is directed because the link cost may be different
on each direction.

A path in G is a sequence of different nodes where any
consecutive pair is connected by a link. The cost of a path is
the sum of all individual link costs within that path. Before
forwarding a packet, an intermediate nodei ∈ V chooses
its neighborv which provides the shortest-cost path toward a
destination noded ∈ V . Hence, each nodei has aforwarding
tablemapping a destination noded to a neighbor nodev ∈ V .
Let Ni be the set of neighbors of nodei, the forwarding table
of i (fi) can be denoted as a functionfi : d → v ∈ Ni.

Nodes must share exactly the same link state information
to compute equivalent shortest paths and consequently to
guarantee the same forwarding table. The set of link states
known by a nodei is called thetopology map(Mi) of this
node. LetSi be the subset ofMi composed of the link states
from node i to its neighbors (Ni), Ri be the subset ofMi

composed of all the link states received by nodei from
other network nodes, andRi,j be the subset ofRi of the
link states specifically from nodej. Therefore, the topology
map known byi can be computed byMi = Si

⋃
Ri, where

Ri =
⋃|V |

j=1,j 6=i Ri,j . Since the topology map is dynamic, the
notation can be extended toM t

i = St
i

⋃
Rt

i.
It is important to note that the subsetRt

i,j can be seen as
an estimation of the link states from nodej to its neighbors
(Nj). As the link states received were produced in previous
intervals of time, the routing table computed byi may contain
sub-optimal paths or lead to routing failures because they may
not reflect the current status att. This problem occurs as a
consequence of the medium access method and the multihop
communications which can delay the reception of link states
from other network nodes, or even because control messages
were lost. The goal of the Inconsistency Level metric is to
quantify this problem.



Definition 1 (Inconsistency Level) We define as the refer-
ence topology map (M t

R) the set of actual link states between
the network nodes and its neighbors in a given instantt. Hence,
M t

R =
⋃|V |

i=1
St
i . The level of inconsistency in the network is

defined as the difference between the link states within the
subsetRi,j of the topology map of a given nodei (M t

i ), and
the corresponding links inM t

R. Therefore, the Inconsistency
Level of the link states known by a nodei (Li) is defined as:

Li =

|V |∑

j=1,j 6=i

|Rt
i,j − St

j |. (1)

If a given link state is not present in one of the topology maps,
we consider that link cost infinity. InLi evaluation, however,
we zeroed this link cost. Although it seems contradictory,
if another value was used, the metric valueLi would be
predominantly the value of a single inconsistency. In our
results, we will show the impact of this assumption. To
computeLi for each node we need to have the topology map
of all nodes considered in the evaluation. For this reason,Li

metric is computed offline using all the topology maps logged
in each node during a certain period of network operation.

IV. EXPERIMENTAL SETUP

Our testbed is deployed at the Federal University of Rio
de Janeiro (UFRJ), Brazil. Our mesh network is composed of
fourteen nodes: one PC and thirteen wireless routers. Nodes
are placed inside rooms on the third floor of the building.
Figure 1 illustrates the testbed. The PC is identified byC

while the routers are identified byRi, wherei is the last octet
of the router’s IP address. In Room A, some nodes are placed
in the first or in the second floor of a mezzanine. Numbers in
superscript indicate if the router is on the first (R1

i ) or on the
second floor (R2i ) of the mezzanine. Nodes location is chosen
to maintain the network connectivity and, at the same time, to
maximize the number of available routes and hops.

Fig. 1. Testbed topology.

The farthest nodes (nodesC and R16) are approximately
75 m away from each other. Room A is divided into smaller
rooms by wood office partitions. Rooms from A to C and
rooms from D to I are separated by simple masonry walls.
The walls between all rooms and the corridor are double
and made of masonry. Our testbed nodes operates using the
IEEE 802.11g protocol at channel 6 (2437 MHz). There are
other wireless networks in the area. In the worst case, we have
found four networks, one of them using the same channel as
our testbed.

A. Basic Configuration

The PC (C) is equipped with Netgear IEEE 802.11 PCI
card based on the Atheros AR5212 chipset. The thirteen
IEEE 802.11 wireless routers are Linksys: six WRT54G, six
WRT350N, and one WRT150N. The operational system used
in our routers is Linux OpenWrt Kamikaze and the PC uses
Linux Debian 3.1.

The advantage of using the WRT350N model is the possi-
bility to store traces. This model has an USB interface used
to enlarge routers’ non-volatile memory. All equipment run
olsrd version 0.5 [11]. The PC uses the Madwifi driver
version 0.9 and the routers use theBroadcom-drv driver.
None of the devices have directional antennas.

In this work, we use six different OLSR configura-
tions combining TcRedundancy, MprCoverage, and
LinkQualityFishEye parameters (Table I). The main
goal is to analyze the impact of the different configurations
in our testbed by comparing the obtained results. The level
of routing control messages redundancy decreases with the
configuration number. Some practical works [12] recommend
using a high level of redundancy to improve the reception
probability of control messages by network nodes, given the
high loss rate of the wireless medium. The increase of control
traffic, however, can result in a tradeoff because it reduces
network resources that could be used to forward data traffic.

TABLE I

DIFFERENT USED CONFIGURATIONS OFOLSR.

Configuration Tc Mpr LinkQuality
Redundancy Coverage FishEye

1 2 7 false
2 2 7 true
3 1 1 false
4 1 1 true
5 0 1 false
6 0 1 true

Theolsrd implementation uses the ETX (Expected Trans-
mission Count) routing metric, which is based on the estima-
tion of the number of transmissions needed to successfully
transmit a frame on a link. The window size used to compute
ETX is 100HELLOs. All other parameters use default values.

V. M EASUREMENTS

In our experiments, the PC (C) sends sequences ofpings
to each router in the network. Each sequence is composed of
300 pings of 64 B each, sent in intervals of 1 s. Between
two consecutive sequences there is an interval of five minutes
without data traffic. Therefore, the total duration of each test
is ten minutes. To each destination router, we tested all the
six configurations in the ascending order shown in Table I.
After finishing all six configurations, the destination router is
changed and theolsrd configuration resets to the first one.
It is worth mentioning that all nodes share the same OLSR
configuration during the experiment. After finishing all thirteen
routers the same procedure is repeated all over again from the
first router. The complete procedure is run seven times.
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(a) Configuration 1.
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(b) Configuration 2.
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(c) Configuration 3.
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(d) Configuration 4.
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(e) Configuration 5.
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(f) Configuration 6.

Fig. 2. Total loss rate and loss rate because of TTL expiration.

Section V-A provides experimental analysis using the exper-
iment described before. The analysis of loss rate and loss rate
by TTL (Time-To-Live) expiration uses the output generated
by theping tool with the IP Record Route option enabled.
The analysis of inconsistencies among the routing tables ofthe
different routers is limited to the routers with USB interface.
Both the PC and routers run theolsrd txtinfo plugin
of olsrd. This plugin generates debug information ofolsrd
such as neighbor links, topology map, and routing table. The
neighbor links provide the ETX values found to each neighbor
and the topology map provides all other link costs received.
This information was used to compute the our metric.

In this work, the debug information is sampled at 1 s
intervals and stored in the USB flash drives in order to
compute the results offline. The Inconsistency Level metric
was evaluated only for the nodes that store the topology. These
nodes are the sourceC and the routersR13 , R14 , R15 and
R17. The metric proposed in this work is able to quantify the
amount of inconsistency among the different routing tables
during the wireless mesh network operation.

A. Results

This section first presents sanity check tests and then results
for the network loss rate and the level of routing inconsistency.

1) Sanity check:The first measurement aims at validating
the storage procedure of OLSR plugin information using the
USB interface. We evaluate the impact of the time to write
in the flash drive when the router receives different traffic
rates. The goal is to check if information may be lost between
consecutive written operations. In this test, we use theiperf
tool using the PC as the client and one of the routers with USB

interface as the server. While theiperf traffic is received by
the router, plugin information was recorded in busy wait in
the flash drive. We perform two runs of tests usingiperf
at different rates and measure the time needed to write the
information. Although all tests are performed using 64-byte
pings, we used in our sanity check theiperf tool to
perform worst-case analysis. Results show a maximum latency
of 300 ms in writing procedures. Based on these results, we
choose the period of 1 second to record plugin information
because it is substantially higher than the write time.

2) Loss rate and route length:Figure 2 depicts the loss rate
of pings obtained with each one of the analyzed configura-
tions. The X axis indicates the last octet of the IP address of
each router in the testbed. Note that the loss rate obtained to
each destination is similar, considering the confidence interval,
independent of the OLSR configuration. This shows that, in
our testbed, parameters variation is not enough to change the
loss rate. Even in Configuration 1, the configuration with the
highest level of redundancy, the problem related to the wireless
medium results in a high loss rate. Figure 2 also shows the loss
rate ofpings due to TTL expiration. On each hop traversed
by the packet, the TTL is decremented. When TTL reaches
zero, the packet is discarded and an ICMP (Internet Control
Message Protocol) message is sent back to the originating node
reporting the failure and the reason. In our case, discarding a
packet because of TTL expiration is only possible if a routing
loop occurs between source and destination. This indicatesthat
nodes have an desynchronized view of the network topology
and that they do not compute the same path. Hence, the loss
due to TTL expiration reflects routing instability because of



inconsistencies among routing tables. Based on Figure 2, we
conclude that the loss rate because of TTL expiration is also
independent of the configuration.

Figure 3 illustrates the route length in number of hops
between the PC, which generatespings, and the destination
router. This length is computed whenpings are successfully
delivered and there is no routing loops. We observe again that
the route length does not vary with the OLSR configuration.
In this paper, we only show the result for Configuration 1
because of lack of space. Note that the route length is not
directly related to loss rate. Although Node 5 (R5 in Figure 1)
has a route length similar to Node 1 (R1), it obtains a loss
rate greater than Node 1. Hence, control message loss is not
directly related to the number of hops between source and
destination, but it also accounts for other factors such as
obstacles and interference.
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Fig. 3. Average path length between source and destination nodes ofping
packets using Configuration 1.

3) Inconsistencies of topology tables:The level of inconsis-
tency regarding the topology map of a given node is illustrated
with a cumulative distribution function (CDF). The X axis
represents the level of inconsistency observed in the interval
of time considered. Figures 4 and 5 takes into account the
results obtained in the seven runs of our complete experiment.
In these figures, we plot the level of inconsistency. If it shows
small values, this means that the inconsistencies among the
topology information are not that high. Figures 4 and 5 plot the
inconsistencies of the topology map of the source PC, Router
14 (R14), and 17 (R17). Figure 4 shows the results when the
sequence ofpings are triggered to Router 12 (R12) whereas
Figure 5 shows the results when they are triggered to Router 2
(R2). The inconsistencies are computed to Router 14 because
it is the farthest node from the source and to 17 because it is
a router placed at an intermediate position. Although Routers
2 and 12 were chosen, the results obtained when other nodes
receivepings do not show significant differences. We only
use OLSR Configurations 1 and 6 because they represent,
respectively, the one with the most and the least amount of
control traffic. Note in Figure 4 that upon sendingpings to
Node 12, Configuration 1 presents higher inconsistency. Nev-
ertheless, sendingpings to Node 2, Figure 5, Configuration
1 presents lower inconsistency. Hence, it is observed that the
simple manipulation of OLSR configuration parameters cannot
guarantee a reduction of topology map inconsistencies.

B. Number of inconsistent links

The total number of inconsistencies between the reference
topology and the analyzed topology is also evaluated. This
analysis complements the results of Section V-A.3 which
demonstrates that the high values of the proposed metric
are a consequence of the number of inconsistencies among
the compared topology maps. From these inconsistencies, we
separated those without links with infinity ETX from those
that present them. We use the infinity ETX when a link does
not exist in the topology. The number of inconsistencies in the
topology tables of a given node can be observed in Figure 6.
This figure presents the probability density function (PDF)of
the number of inconsistencies observed in Configurations 1
and 6, according to the view of the source and the Router 14.
These plots are based on the results of all seven runs obtained
in the ping test to Router 12. Note that there is a high
number of inconsistencies with infinity ETX. This shows that
links often break and emerge in the topology table. Therefore,
considering the infinity ETX as zero avoids theLi metric to
be predominantly dictated by the number of infinity ETXs.

Considering only the six nodes with USB, the maximum
number of links which can be used for comparison is 78 since
each node can have a link with 13 nodes in the network.
Hence, it is observed that each time level of inconsistencies
is computed, approximately 20% of the links have values
different from the reference topology. This confirms that the
inconsistency problem is severe and it is one of the main
reasons why packet loss is frequent in wireless mesh networks.

VI. CONCLUSIONS

Many routing protocols have been proposed for wireless
mesh networks. Nevertheless, few of them take into account
the operation conditions of these protocols in real scenarios. In
this work, the problem of routing inconsistency was analyzed.
This problem is a direct consequence of control message
loss which leads to nodes with different topology maps. To
evaluate this problem, a testbed was used and the routing
protocol OLSR (Optimized Link-State Routing) was employed
to measure the impact of such inconsistencies under different
protocol configurations. Results have shown that the inconsis-
tency problem is not solved based on simple manipulation
of configuration parameters. Depending on the conditions
considered, the different configurations do not affect the net-
work performance. Although the analysis was performed in an
indoor testbed, in other scenarios, e.g. in an outdoor scenario,
the inconsistency problem would be also relevant because loss
of control messages can still happen. We verified that the
inconsistency problem is severe and must be taken into account
before proposing new protocols and new routing metrics. This
problem can be minimized by using source routing or by
adding positive acknowledgment to the routing protocol for
topology control messages. As future work, we plan to extend
our measurements and, later, to propose a new routing protocol
that can combine techniques such as source routing, multipath
routing, and positive acknowledgment.
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Fig. 4. Topology map inconsistency upon sendingpings to node 12.

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 0  1500  3000  4500  6000  7500  9000

C
D

F
(x

)

Inconsistency Level

Configuration 1
Configuration 6

(a) Source.

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 0  1500  3000  4500  6000  7500  9000

C
D

F
(x

)

Inconsistency Level

Configuration 1
Configuration 6

(b) Node 14.

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 0  1500  3000  4500  6000  7500  9000

C
D

F
(x

)

Inconsistency Level

Configuration 1
Configuration 6

(c) Node 17.

Fig. 5. Topology map inconsistency upon sendingpings to node 2.
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