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Abstract
This paper proposes an interesting voice and accent joint
conversion approach, which can convert an arbitrary source
speaker’s voice to a target speaker with non-native accent. This
problem is challenging as each target speaker only has train-
ing data in native accent and we need to disentangle accent
and speaker information in the conversion model training and
re-combine them in the conversion stage. In our recognition-
synthesis conversion framework, we manage to solve this prob-
lem by two proposed tricks. First, we use accent-dependent
speech recognizers to obtain bottleneck features for different
accented speakers. This aims to wipe out other factors beyond
the linguistic information in the BN features for conversion
model training. Second, we propose to use adversarial train-
ing to better disentangle the speaker and accent information in
our encoder-decoder based conversion model. Specifically, we
plug an auxiliary speaker classifier to the encoder, trained with
an adversarial loss to wipe out speaker information from the en-
coder output. Experiments show that our approach is superior
to the baseline. The proposed tricks are quite effective in im-
proving accentedness and audio quality and speaker similarity
are well maintained.
Index Terms: voice conversion, accent conversion, adversarial
learning

1. Introduction
Voice conversion (VC) aims to modify speech from a source
speaker to sound like that of a target speaker without chang-
ing the linguistic content. Accent conversion (AC) focuses on
transforming non-native speech to sound as if the speaker had
a native accent. VC transforms speaker identity while main-
taining the linguistic information. By contrast, AC transforms
accents while maintaining the speaker identity as well as the
linguistic content. Early approaches on both directions involves
frequency warping [1–4], exemplar methods [5,6] and Gaussian
mixture models (GMM) [7, 8]. With the fast development of
deep learning (DL), deep neural network (DNN) [9–13] based
conversion has significantly improved the performance recently
due to its strong feature learning and non-linear mapping ability.

According to the data can be used, conversion methods can
be parallel and non-parallel. Parallel conversion needs paral-
lel utterances of the same linguistic content uttered by source
and target speakers (for VC) or source and target accents by the
same speaker (for AC). By contrast, non-parallel conversion is

* Lei Xie is the corresponding author.

more practical but also more challenging, which does not nec-
essarily need parallel data with the same linguistic content but
need to disentangle the linguistic and speaker/accent informa-
tion.

Targeting to non-parallel conversion, there are two major
frameworks for both voice conversion and accent conversion:
phonetic posteriorgram (PPG) [12, 14, 15] based two-stage ap-
proach and end-to-end neural approach [16–18]. The former
recognition-synthesis framework first adopts an individually
trained speech recognition system to transform source speaker
(or accent) speech into an intermediate feature representation,
either PPG or bottleneck features (BN) that extracted from a
hidden layer of an ASR acoustic model, and then a DNN-based
conversion model is trained to map PPG or BN into acoustic
features of the target speaker (or accent). Inspired by recent
success of sequence-to-sequence (seq2seq) modeling in speech
recognition and synthesis, end-to-end neural VC [19, 20] ap-
proach has also emerged with an encoder-decoder framework
where the encoder and the decoder function as recognition and
conversion modules respectively.

This paper focuses on an interesting and more challenging
conversion task – voice and accent joint conversion, where the
source speaker’s voice can be converted to the target speaker
with the desired accent and unchanged linguistic content. We
suppose a more practical many-to-many non-parallel conver-
sion scenario, where we have data from a set of target speakers
each has a unique native accent. So the challenging problem
is how to disentangle linguistic, speaker, and accent informa-
tion simultaneously in the same conversion framework, and re-
combine them flexibly during the conversion stage as am is not
his/her native accent. More specifically, we have non-parallel
data from speaker-accent combination {si,aj}, where speaker
si only can speak with native accent aj , and for an arbitrary
source speaker, we aim to convert his or her voice to any desired
speaker-accent combination, e.g., {sn,am}, where speaker sn
does not have data with accent am for system building.

To disentangle linguistic information and the other two fac-
tors, we choose a recognition-synthesis framework. Specifi-
cally, we adopt a well-trained speech recognizer to first trans-
form the source speaker’s voice to bottleneck features. Inspired
by [20, 21], we use accent-dependent speech recognizers to ob-
tain BN features for different accented speakers. This aims to
further disentangle the linguistic information from other factors
including accents in the BN features for conversion model train-
ing. And then we use a Tacotron-like conversion model with
separate accent ID and speaker ID to control the target speaker
and accent in conversion. Different from Tacotron [22], we use
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the duration from the ASR model for frame expansion instead of
attention-based soft alignment. Inspired by [19,23], we propose
to use adversarial training to better disentangle the speaker and
accent information. Specifically, we plug an auxiliary speaker
classifier to the encoder, trained with an adversarial loss to wipe
out speaker information from the encoder output. Experiments
have shown that our approach is superior to the baseline, and the
proposed tricks are quite effective in improving accentedness.

With our voice and accent joint many-to-many conversion
framework as well as the accent and speaker disentanglement
approach, we are able to convert an arbitrary source speaker’s
voice to a target speaker with desired accent. We manage to
disentangle the speaker and the associated accent in a speaker
set during the conversion model training stage and re-combine
them as desired during the conversion stage.

2. Related work
Although there are many early approaches, the recognition-
synthesis approaches, either hybrid or end-to-end, are the main-
stream solution to non-parallel voice conversion and accent con-
version. Sun et al. [14] first proposed the phonetic posteri-
orgram based VC method where the phonetic posteriorgram
serves as an intermediate linguistic representation as input to
a speech synthesis model trained for the target speaker. Later,
accent conversion has also successfully adopted this framework
[12,15]. With the fast development of deep learning, especially
the seq2seq mapping, VC and AC have both embraced the end-
to-end framework [16–20] with a unified neural network model
for ‘recognition’ and ‘synthesis’.

As discussed in Section 1, a key problem in voice and ac-
cent conversion is information disentanglement, such as disen-
tangling linguistic and speaker information. A similar problem
has been investigated in seq2seq based text to speech for several
years [24, 25]. In [24], noise and speaker are disentangled via
domain adversarial training (DAT) [23] for multi-speaker TTS
in the wild. Similar idea has been expanded to more general-
ized noise case [25] and voice cloning based on few shots and
one shot [24]. Built upon the encoder-decoder framework, a re-
cent voice conversion study adopted adversarial training strat-
egy to wipe out speaker information from the linguistic repre-
sentations, which brought the best performance in voice conver-
sion challenge [19].

Our work is mostly inspired by the cross-lingual conver-
sion based on modularized neural network [21], accent con-
version using accented ASR to learn accent-agnostic linguis-
tic representations [20] and the above adversarial learning ap-
proaches [19, 24, 25]. In this work, we particularly focus on the
voice and accent joint many-to-many conversion task, where the
source voice from an arbitrary speaker can be converted to a tar-
get speaker (from a target set) with specified accent and more
challengingly, the target speaker does not have the training data
for this specified accent.

3. Proposed approach
In this paper, we choose standard Mandarin (M) and Tianjin-
accented Mandarin (T) as two target accents. Tianjin dialect is
a distinctly recognizable Mandarin accent. While there are four
major tones in Chinese Mandarin, the Tianjin dialect seems to
prefer three of the tones over the first one (the high and level
one). This preference makes the accent sound sloppy. There
are three target speakers {s1, s2, s3}, in which {s1, s2} speak
in standard Mandarin while the other {s3} speaks in Tianjin

accent. Our aim is to convert any speaker’s voice to the three
target speakers with designated accent (M or T), e.g., s2 with
T. Note that our method can be applied to other accents as well.
For simplicity, we study the above two accents in the paper.

3.1. Overview and model architecture

As shown in Fig. 1, our approach is composed of three stages.
As we follow a typical recognition-synthesis approach, the first
stage is to train the ASR acoustic model to extract bottleneck
features which will be subsequently used as the input to the
voice conversion model. Our VC model aims to predict mel-
spectrogram from BN features. In order to model multiple tar-
get speakers and accents, we use speaker ID and accent ID as
auxiliary signal along with the training data to the conversion
model. Then in the conversion stage, these auxiliary labels
are used as control to designate the desired speaker and ac-
cent. However, each speaker only has his/her native accented
speech for training and speaker and accented are intermined.
To sovle this problem, we propose several tricks to make the
control more effective, for example, letting the standard Man-
darin speaker speaks in Tianjin accent or vise versa, which will
be introduced in the following subsections.
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Figure 1: Schematic diagram of the proposed approach.

As shown in Fig. 2, the conversion model follows a typical
encoder-decoder architecture. Similar to Tacotron [22], we use
the CBHG module as the encoder, and meanwhile the decoder
adopts an auto-regressive module consisted of prenet, decoder
RNN and postnet. Different from Tacotron, we use the duration
from the ASR model for frame expansion instead of attention-
based soft alignment. To represent and control the speaker iden-
tity and accent, we separately add accent embedding into the
encoder and speaker embedding into the decoder [26]. To wipe
out speaker-related information in the encoder output, we add
an auxiliary speaker classifier after the encoder and adversarial
training strategy is adopted, which will be introduced in detail
in Section 3.3.
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Figure 2: The network architecture of the conversion model.



3.2. Accent-dependent ASR model

As mentioned in Section 1, the bottleneck features extracted
by ASR may leak nonlinguistic information (such as accent-
related information) to the voice conversion model. Ideally we
desire the BN features only contain pure linguistic information.
This is particularly important to our case as we designate the
target speaker with a desired accent. To this end, we use accent-
dependent ASR acoustic model to obtain the BN features for
different accented target speakers during the conversion model
training. We first train an ASR system using a large standard
Mandarin corpus, denoted as Mandarin SI-ASR in Figure 1.
Then we adapt this model using the data from the target speaker
with Tianjin accent and the resulting ASR is denoted as Tianjin-
accented Mandarin ASR in Figure 1. The two ASR systems are
subsequently used to extract the corresponding BN features for
different accented speakers during VC model training.

3.3. Adversarial Training Against Speaker Classification

In order to better disentangle speaker identity, as shown in
Fig. 3, we use an auxiliary speaker classifier with an adversar-
ial training strategy (ADV) to obtain speaker-independent text
representations.

The auxiliary speaker classifier C receives the hidden text
representations h as inputs and predicts the speaker identity:

ps = C(h) (1)

where ps is the predicted probability for speaker s, and the
auxiliary classifier is trained with cross-entropy loss Lce =
CE(ps, ls) to predict the speaker identity from the h where ls

is the one-hot speaker label.
In order to disentangle the speaker information in h, we

tend to confuse the classifier to not be able to distinguish the
speaker classes. To achieve this goal, we propose to force the
speaker logistics of classifier to obey a uniform distribution. In
details, we adopt an adversarial loss to the encoder as

Ladv = ||ps − e||22 (2)

where ps is the logistic of speaker classifier, e =
[1/N, . . . , 1/N ] represents a uniform distribution while N is
the number of speakers. During estimating the speaker classi-
fier, the parameters of encoder are frozen. In this way, min-
imizing the above Ladv will assign equal probability to each
possible speaker given h, which means that the classifier can-
not distinguish the speaker identities.

With the extra speaker classification network as discrimi-
nator D and other parts of VC model as generator G, the final
adversarial objective function becomes LossG = Lrecons + βLadv

LossD = Lce

(3)

where Lrecons denotes the mel-spectrogram reconstruction
loss, and β is the weight for the classification loss. G and D
are trained alternately. When training G, the parameters of D
are frozen and vise versa.

4. Experiments
4.1. Dataset and Experimental Setup

We conduct voice and accent joint conversion experiments on
three target speakers, where s1 and s2 are male and female stan-
dard Mandarin speaker respectively and s3 is a female Tianjin-
accented speaker. Each speaker has about 5000 sentences with
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Figure 3: The schematic diagram of model losses.

5-hours of speech. For conversion test, we select another 10
Mandarin speakers (5 females and 5 males) as the source speak-
ers and covert 10 utterances from each source speaker to the
three target speakers with two different accents (M and T). All
speech utternaces are 16kHz and 16bit. We use 80-dim mel-
spectrogram as features computed in 50ms frame length and
12.5ms frame shift. Our Mandarin SI-ASR acoustic system is a
TDNN-F model implemented using the Kaldi toolkit [27] with
the 30,000 hours of Mandarin training data. We use the 256-dim
bottleneck features as the linguistic representation which is ex-
tracted from the last fully-connected layer before softmax. Then
we use the speech data from the Tianjin-accented speaker (s3)
to fine-tune the above TDNN-F model which is subsequently
used to extract BN features for this speaker in VC model train-
ing. We use a ‘universal’ melLPCnet vocoder, which is similar
to LPCnet [28] but uses mel-spectrogram as input to generate
waveform. The vocoder is trained using 200 hours of clean
speech from 21 speakers.

We implement 3 systems for ablation study. They are:

• BL: the baseline system which uses the Mandarin SI-
ASR for BN feature extraction during VC model training
and conversion. The conversion model follows the struc-
ture in Figure 2 but does not have the auxiliary speaker
classifier and ADV.

• P1: the system uses accent-dependent ASR for BN fea-
ture extraction during VC model training. The conver-
sion model follows the structure in Figure 2 but does not
have the auxiliary speaker classifier and ADV.

• P2: the system uses accent-dependent ASR for BN fea-
ture extraction during VC model training. The conver-
sion model follows the structure in Figure 2 with auxil-
iary speaker classifier and ADV.

In the conversion model training stage, conversion model
is trained for 90 epochs using batch size of 32. We use Adam
optimizer [29] with learning rate decay, which starts from 0.001
and decays every 15 epochs in decay rate 0.7. For Lrecons,
we use a simple MSE loss for both outputs before and after
post-net. The two losses have equal weights. Due to the strong
correlation between speaker and accent, in order to accelerate
model convergence, we do use accent representation after 10
epochs of the model training. Specifically, in P2, the conversion
model and auxiliary speaker classifier are set to alternate every
5 epochs of training, and β is set to 0.3.

4.2. Visualization of Encoder Output

To demonstrate the ability to remove speaker-related informa-
tion for encoder output using ADV, we visualize the hidden rep-
resentations by t-SNE [30] for system P1 and P2. Ten parallel
utterances from 3 standard Mandarin source speakers are se-
lected and sent into the encoder for visualization. The encoder
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Figure 4: Encoder output visualization using t-SNE. Each color
represents a sentence while different-shaped symbols represent
different speakers.

output hr is averaged along the time axis to obtain a single em-
bedding vector for each utterance. Then the embedding vectors
are projected into a 2-dimensional space by t-SNE. Comparing
(a) and (b) in Fig. 4, we can see that after ADV, the utterances
with the same linguistic content (the same color) but from dif-
ferent speakers (the different shape) are grouped more closely.
This indicates that the adversarial learning is effective to re-
move speaker-related information and help encoder to generate
speaker-invariant output.

4.3. Speaker Similarity

To verify the speaker similarity between the converted speech
and the original target speech, we perform speaker visualiza-
tion based on x-vector. We train an x-vector [31] extractor us-
ing 2000 hours of Mandarin speech from 16125 speakers. The
model architecture is Resnet32 optimized with additive margin
softmax loss [32] and the embedding size is 1024. For each
model, we randomly select 30 utterances from the 10 source
speakers and convert them to 3 target speakers each with 2 ac-
cents. Then we extract the x-vectors for the 180 (30 × 3 × 2)
converted samples and another 30 utterances from each target
speaker in the training set. We visualize these totally 270 x-
vectors by t-SNE in Figure 5. We can see that no matter what
system used (B1 and P1,2), all samples are grouped into three
clusters representing the three target speakers. This unveils that
the output speech samples from the three conversion models,
including those converted samples with non-native new accent,
have successfully preserved the speaker similarity of the target
speakers.
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Figure 5: X-vector visualization using t-SNE. Different color
represents different speaker. Different shaped symbols represent
the converted accent speech (M and T) and the original speech.

4.4. Subjective Evaluation

Two listening tests are conducted to evaluate the performance
of the three systems: a mean opinion score (MOS) test of audio
quality and an AB test on accentedness. We randomly select
20 utterances from the converted samples for each model for
the listening tests, which contain all possible conversion pairs
{si, aj}. A group of 12 Chinese speakers has participated in
the tests. The converted samples can be grouped into two sub-
sets according to the accent ID – M and T, each subset contains
samples with 3 target speakers (speaker ID). We highly recom-
mend the listeners to listen to our samples*.

*Samples can be found in https://kerwinchao.github.
io/AccentVoicejointConversion.github.io/

Audio Quality. In the MOS test, listeners are asked to rate
the quality of the converted speech on a 5-point scale. Audios
converted from the three systems are randomly shuffled before
presenting to listeners. Each group of audio corresponds to the
same text content. The MOS results in Table 1 show that the
three systems achieves similar MOS values on the synthetic
samples when the target accent is set to M. When the target
accent is set to T, the quality MOS becomes lower, but the P2
system achieves the best quality MOS as compared with other
systems. Note that the baseline system (BL) cannot generate
samples properly with Tianjin accent (T). Even we set accent
ID to T, the converted samples are still more similar to standard
Mandarin accent. Hence the BL system does not have samples
for MOS test.

Table 1: MOS results with 95% confidence interval.

ID Model Accent ID:M Accent ID:T Total

BL Baseline 3.93±0.157 - -

P1 + Accent-D ASR 3.90±0.152 3.67±0.173 3.78±0.117

P2 + ADV 3.91±0.153 3.79±0.183 3.85±0.120

Accentedness. In the AB test on accentedness, paired
speech samples with the same textual content are presented and
the listeners are asked to choose samples that are more similar
to the target accent. The results are shown in Fig. 6. When
the target accent is Mandarin (M), the proposed tricks are ef-
fective with a little bit more preference. When the target accent
is Tianjin (T), the proposed tricks are more effective with much
more preference. Specifically, the use of accent-dependent ASR
(P1) has very high preference over the baseline system and the
difference between P2 and P1 are also significant. These re-
sults show that accent-dependent ASR and adversarial training
stratergy are both benifical to the perceived accentedness. Fi-
nally the best accentedness is achieved by the P2 system which
adopts the two tricks at the same time.
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Figure 6: Accentedness preference test results (A:NP:B).

5. Conclusion
We propose a voice and accent joint many-to-many conversion
framework as well as several accent and speaker disentangle-
ment methods. With these contributions, we can convert an ar-
bitrary source speaker’s voice to a target speaker with desired
accent. This task is challenging as each target speaker only has
training data in native accent and we need to disentangle accent
and speaker information in the conversion model training and
re-combine them in the conversion stage. We manage to solve
this difficult problem by using accent-dependent ASR for bot-
tleneck feature extraction and adversarial learning for disentan-
glement of speaker and accent. We plan to expand our approach
to more speaker-accent pairs and test it in other languages such
as English.

https://kerwinchao.github.io/AccentVoicejointConversion.github.io/
https://kerwinchao.github.io/AccentVoicejointConversion.github.io/
https://kerwinchao.github.io/AccentVoicejointConversion.github.io/
https://kerwinchao.github.io/AccentVoicejointConversion.github.io/


6. References
[1] D. Sundermann and H. Ney, “Vtln-based voice conversion,”

in Proceedings of the 3rd IEEE International Symposium on
Signal Processing and Information Technology (IEEE Cat.
No.03EX795), 2003, pp. 556–559. 1

[2] D. Erro, A. Moreno, and A. Bonafonte, “Voice conversion based
on weighted frequency warping,” IEEE Transactions on Audio,
Speech, and Language Processing, vol. 18, no. 5, pp. 922–931,
2010. 1

[3] E. Godoy, O. Rosec, and T. Chonavel, “Voice conversion using
dynamic frequency warping with amplitude scaling, for parallel
or nonparallel corpora,” IEEE Transactions on Audio, Speech, and
Language Processing, vol. 20, no. 4, pp. 1313–1323, 2012. 1

[4] S. Aryal and R. Gutierrez-Osuna, “Can voice conversion be used
to reduce non-native accents?” in 2014 IEEE International Con-
ference on Acoustics, Speech and Signal Processing (ICASSP),
2014, pp. 7879–7883. 1

[5] R. Takashima, T. Takiguchi, and Y. Ariki, “Exemplar-based voice
conversion in noisy environment,” in 2012 IEEE Spoken Lan-
guage Technology Workshop (SLT), 2012, pp. 313–317. 1

[6] Z. Wu, T. Virtanen, E. S. Chng, and H. Li, “Exemplar-based
sparse representation with residual compensation for voice con-
version,” IEEE/ACM Transactions on Audio, Speech, and Lan-
guage Processing, vol. 22, no. 10, pp. 1506–1521, 2014. 1

[7] Y. Stylianou, O. Cappe, and E. Moulines, “Continuous probabilis-
tic transform for voice conversion,” IEEE Transactions on Speech
and Audio Processing, vol. 6, no. 2, pp. 131–142, 1998. 1

[8] T. Toda, A. W. Black, and K. Tokuda, “Voice conversion based on
maximum-likelihood estimation of spectral parameter trajectory,”
IEEE Transactions on Audio, Speech, and Language Processing,
vol. 15, no. 8, pp. 2222–2235, 2007. 1

[9] S. Desai, E. V. Raghavendra, B. Yegnanarayana, A. W. Black, and
K. Prahallad, “Voice conversion using artificial neural networks,”
in 2009 IEEE International Conference on Acoustics, Speech and
Signal Processing, 2009, pp. 3893–3896. 1

[10] L. Sun, S. Kang, K. Li, and H. Meng, “Voice conversion using
deep bidirectional long short-term memory based recurrent neural
networks,” in 2015 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), 2015, pp. 4869–4873. 1

[11] C.-C. Hsu, H.-T. Hwang, Y.-C. Wu, Y. Tsao, and H. Wang,
“Voice conversion from unaligned corpora using variational au-
toencoding wasserstein generative adversarial networks,” in IN-
TERSPEECH, 2017. 1

[12] G. Zhao, S. Sonsaat, J. Levis, E. Chukharev-Hudilainen, and
R. Gutierrez-Osuna, “Accent conversion using phonetic posteri-
orgrams,” in 2018 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), 2018, pp. 5314–5318.
1, 2

[13] J. Zhang, Z. Ling, L. Liu, Y. Jiang, and L. Dai, “Sequence-to-
sequence acoustic modeling for voice conversion,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing,
vol. 27, no. 3, pp. 631–644, 2019. 1

[14] L. Sun, K. Li, H. Wang, S. Kang, and H. Meng, “Phonetic poste-
riorgrams for many-to-one voice conversion without parallel data
training,” in 2016 IEEE International Conference on Multimedia
and Expo (ICME), 2016, pp. 1–6. 1, 2

[15] G. Zhao, S. Ding, and R. Gutierrez-Osuna, “Foreign Ac-
cent Conversion by Synthesizing Speech from Phonetic
Posteriorgrams,” pp. 2843–2847, 2019. [Online]. Available:
https://github.com/guanlongzhao/fac-via-ppg. 1, 2

[16] X. Tian, E. S. Chng, and H. Li, “A speaker-dependent wavenet
for voice conversion with non-parallel data,” Proceedings of the
Annual Conference of the International Speech Communication
Association, INTERSPEECH, vol. 2019-September, pp. 201–205,
2019. 1, 2

[17] K. Qian, Y. Zhang, S. Chang, X. Yang, and M. Hasegawa-
Johnson, “Zero-shot voice style transfer with only autoencoder
loss,” ArXiv, vol. abs/1905.05879, 2019. 1, 2

[18] J.-C. Chou, C. chieh Yeh, and H. yi Lee, “One-shot voice conver-
sion by separating speaker and content representations with in-
stance normalization,” ArXiv, vol. abs/1904.05742, 2019. 1, 2

[19] J. Zhang, Z. Ling, and L. Dai, “Non-parallel sequence-to-
sequence voice conversion with disentangled linguistic and
speaker representations,” IEEE/ACM Transactions on Audio,
Speech, and Language Processing, vol. 28, pp. 540–552, 2020.
1, 2

[20] S. Liu, D. Wang, Y. Cao, L. Sun, X. Wu, S. Kang, Z. Wu, X. Liu,
D. Su, D. Yu, and H. Meng, “End-to-end accent conversion with-
out using native utterances,” in ICASSP 2020 - 2020 IEEE Inter-
national Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2020, pp. 6289–6293. 1, 2

[21] Y. Zhou, X. Tian, E. Yılmaz, R. K. Das, and H. Li, “A modularized
neural network with language-specific output layers for cross-
lingual voice conversion,” in 2019 IEEE Automatic Speech Recog-
nition and Understanding Workshop (ASRU), 2019, pp. 160–167.
1, 2

[22] Y. Wang, R. Skerry-Ryan, D. Stanton, Y. Wu, R. J. Weiss,
N. Jaitly, Z. Yang, Y. Xiao, Z. Chen, S. Bengio, Q. V. Le,
Y. Agiomyrgiannakis, R. Clark, and R. A. Saurous, “Tacotron:
Towards end-to-end speech synthesis,” in INTERSPEECH, 2017.
1, 3.1

[23] Y. Ganin, E. Ustinova, H. Ajakan, P. Germain, H. Larochelle,
F. Laviolette, M. Marchand, and V. Lempitsky, “Domain-
adversarial training of neural networks,” J. Mach. Learn. Res.,
vol. 17, no. 1, p. 2096–2030, Jan. 2016. 1, 2

[24] J. Cong, S. Yang, L. Xie, G. Yu, and G. Wan, “Data efficient
voice cloning from noisy samples with domain adversarial train-
ing,” ArXiv, vol. abs/2008.04265, 2020. 2

[25] S. Yang, Y. Wang, and L. Xie, “Adversarial feature learning and
unsupervised clustering based speech synthesis for found data
with acoustic and textual noise,” ArXiv, vol. abs/2004.13595,
2020. 2

[26] Y. Cao, X. Wu, S. Liu, J. Yu, X. Li, Z. Wu, X. Liu, and H. Meng,
“End-to-end code-switched tts with mix of monolingual record-
ings,” in ICASSP 2019 - 2019 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), 2019, pp.
6935–6939. 3.1

[27] D. Povey, A. Ghoshal, G. Boulianne, L. Burget, O. Glembek,
N. Goel, M. Hannemann, P. Motlı́cek, Y. Qian, P. Schwarz,
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