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Abstract

In this paper, we propose two techniques, namely joint mod-
eling and data augmentation, to improve system performances
for audio-visual scene classification (AVSC). We employ pre-
trained networks trained only on image data sets to extract video
embedding; whereas for audio embedding models, we decide
to train them from scratch. We explore different neural net-
work architectures for joint modeling to effectively combine
the video and audio modalities. Moreover, data augmentation
strategies are investigated to increase audio-visual training set
size. For the video modality the effectiveness of several opera-
tions in RandAugment is verified. An audio-video joint mixup
scheme is proposed to further improve AVSC performances.
Evaluated on the development set of TAU Urban Audio Visual
Scenes 2021, our final system can achieve the best accuracy of
94.2% among all single AVSC systems submitted to DCASE
2021 Task 1b.

Index Terms: audio-visual scene classification, acoustic-visual
joint modeling, joint data augmentation

1. Introduction

Acoustic scene classification (ASC) task aims to identify the
environment classes of audio recordings, which can be used
for various demands of contextualization and personalization.
The Detection and Classification of Acoustic Scenes and Events
(DCASE) Challenge has organized ASC related tasks for years
[Z, 18, O] under different scenarios. In this year, DCASE
2021 Challenge proposes a new audio-visual scene classifica-
tion (AVSC) task [3]] by leveraging on additional information of
video modality, which makes a big difference compared to pre-
vious tasks. Since multi-modal methods can greatly boost the
performance compared to single modality [3], AVSC should be
more promising in challenging realistic applications.

For an ASC task, the most competitive methods [[10, 6] in
the previous DCASE Challenges extracted representative audio
embedding by inputting log-Mel spectrogram or Mel-frequency
cepstral coefficients (MFCC) features into deep neural networks
for classification. Data augmentation strategies such as mixup
[4] and SpecAugment [5] were also introduced to enhance
generalization ability of models. For visual scene classifica-
tion (VSC), many convolutional neural networks (CNNs) based
methods [12, |13} [14] transferred from object recognition task
were adopted. Large in-domain datasets [18} 20] were also uti-
lized for pre-training, which could enrich the extracted feature.

Additionally, there exist other group of networks [15,116]] which
were specifically developed for scene classification. For the
new AVSC task [3], audio recordings and corresponding video
clips are both provided, which means new model architectures
and new training strategies are needed. Multi-modal fusion ap-
proaches can be summarized into three categories: early fusion
[134], late fusion [35]] and hybrid fusion [36]. Since early fusion
strategy can learn the correlation of different modalities at the
feature level, it has become a very popular way to tackle multi-
modal fusion.

In this paper, we propose a simple yet effective multi-
modal approach for AVSC task, which mainly consists of au-
dio module, visual module and modality fusion module. Under
the premise of multi-modal input, we explore the selection of
unimodal representation to improve system performance. Our
observation is that the combination of audio feature extrac-
tion with our customized fully convolutional neural networks
(FCNN) and video feature extraction with DenseNet [[14] can
achieve the best results. The paradigm of joint fine-tuning af-
ter pre-training is also introduced in AVSC task, which can
greatly enhance the performance in Task 1b of DCASE 2021
Challenge. Moreover, we design multi-modal data augmen-
tation strategies that fully enrich the input diversity of two
modalities. In particular, a joint mixup strategy is proposed
to synchronously generate new audio and video data, thus
adding modality correlation at the input level. Evaluated on
DCASE 2021 Task 1b, experimental results show that our sys-
tem achieves the best accuracy of 94.2% on the development set
among all single systems.

2. The proposed AVSC approach
2.1. Acoustic-Visual Joint Modeling

For the AVSC task, we design a multi-modal system as shown
in Fig[T] Our AVSC model mainly consists of three parts: audio
module, visual module and modality fusion module. We will
elaborate them in the following subsections.

2.1.1. Audio Embedding

In the audio module, we extract the log-Mel filter bank (LMFB)
features of the raw data I'x with delta and delta-delta operations,
forming the input TXM™ . For high-level feature representations,

we employ audio extractor fa on IXM® and obtain the audio
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Figure 1: The proposed AVSC system.

embedding F, as:
Ex = fa(IM™) ey

FCNN model is applied to extract high-level audio embed-
ding, which achieved promising performance for the ACS task
in our previous work [6]. The FCNN model mainly consists of
four convolution blocks with total 9 stacked convolutional lay-
ers and a channel attention block. Each convolutional layer is
followed by a batch normalization and ReLLU activation func-
tion. Dropout is used to alleviate over-fitting. Channel atten-
tion [32] is applied before the final global average pooling layer.
In addition to the FCNN model which is trained from scratch,
we also investigate an audio feature extractor VGGish [33] pre-
trained on AudioSet [22].

2.1.2. Video Embedding

In the visual module, high-level video embedding Ey is calcu-
lated given the input image Iy by using visual extractor fy as
follows,

Ey = fv(Iv). )

We explore the effect of different networks (discussed in
Section @), and select DenseNet [14]] as our video embedding
extractor. DenseNet proposed dense connection between lay-
ers in a feed-forward fashion, which encouraged the maximum
information flow in network. The transfer learning results on
many downstream tasks, such as object detection and instance
segmentation have proved its effectiveness. To enhance the gen-
eralization ability of the model, we adopt models pre-trained on
in-domain large databases and apply them in this AVSC task by
transfer learning.

2.1.3. Modality Fusion

With the high-level feature embedding of audio and video,
modality fusion module is needed to integrate information from
two sources. To fully exploit the complementarity of two
modalities, we concatenate audio embedding E4 and video em-
bedding Ev into fusion embedding E¥F, and feed it into a clas-
sifier, which is a four-layer multi-layer perceptron (MLP) net-
work with size of 512, 128, 64 and 10, respectively.

Er = [Ex, Ev] 3

p = MLP(Ek) “)

The output probability vector p = [p1,p2,...,P10] is a 10-
dimensional vector, corresponding to the number of classes, i.e.
airport, shopping mall, metro station, pedestrian street, public
square, street traffic, tram, bus, metro and urban park.

Suppose that the scene label is one-hot vector y =
[y1, 92, ..., y10] € R, the cross entropy loss for classification
is calculated as follows:

10
L:—Z y; log p; )
i=1

It is worth noting that we train the whole AVSC model with-
out freezing the audio or visual extractor, which means the pa-
rameters of both extractors are updated together with the clas-
sifier parameters during model training. Unlike feature-based
approaches [23 [24], our fine-tuning strategy makes two feature
extractors more task-specific on the challenge data set. More-
over, fine-tuning the two modalities together can achieve better
modality fusion performances.

2.2. Audio-Video Data Augmentation

In our previous work [6], data augmentation methods are proven
to be effective in ASC task of DCASE 2020 Challenge. Thus in
this task, we adopt several different data augmentation methods
for audio and video modalities. In addition, a joint mixup strat-
egy is proposed, which is effective to improve the generalization
abilities of models.

2.2.1. Audio Data Augmentation

When training the audio extractor, four techniques that gener-
ate extra data are used as listed below: (i) pitch shifting, where
we perform it on audio clips to randomly shift the pitch based
on the uniform distribution; (ii) speed changing, where we per-
form it on audio waveforms to randomly change the speed of
audio recordings; (iii) noise adding, where we perform it on
audio waveforms to add random Gaussian noise; and (iv) au-
dio mixing, where we mix two audio recordings from the same
scene class to generate a new sample with the same label. The
other two on-the-fly data perturbation techniques includes: (i)
SpecAugment [3]: in this study, we do not perform time warp-
ing. For time and frequency masking, we set the masking pa-
rameter to 10 % of the dimensions. It is applied on LMFB fea-
tures and is performed on batch level; (ii) channel confusion:
two channels of input audio feature are randomly swapped. The
two on-the-fly audio data perturbation strategies are also applied
when fine-tuning audio extractor.

2.2.2. Video Data Perturbation

In order to improve the robustness of the visual extractor, we in-
vestigate data augmentation techniques in RandAugment [30],



which was first used for image object classification and object
detection tasks. RandAugment is a search algorithm to find the
best data augmentation strategy. There are two optimal parame-
ters called IV and M. For each image in each mini-batch, select
N data augmentation methods with M magnitudes. Due to the
difference between the object image and scene image, the accu-
racy drops after directly applying RandAugment to the AVSC
task. Therefore, we evaluate each sub-policy for its usefulness
in scene classification. Through detailed ablation studies, three
sub-policies in the search space, namely Sharpness, Contrast
and Identity Mapping are adopted. For each image, two opera-
tions are randomly selected to be applied in sequence to image
data. Since these video augmentation techniques do not produce
any extra offline data, we also call it data perturbation to make a
distinction from commonly used data augmentation strategies.
It is worth noting that all the video data perturbation techniques
mentioned above are adopted for fine-tuning visual extractor.

2.2.3. Audio-Video Joint Mixup

Mixup was firstly proposed for improving the robustness of
deep neural networks, which has been successfully applied in
various tasks, such as unimodal image classification and ad-
versarial examples generating. However, in multi-modal tasks,
mixup has not been investigated yet as far as we know. With
the change of input, regular mixup strategy cannot be directly
applied in our AVSC task, let alone the verification of its effec-
tiveness.

Here in this section, we propose a novel joint mixup algo-
rithm, successfully applying the mixup to the audio and visual
inputs at the same time. Our joint mixup method mixes the
input of two modalities synchronously, further increasing the
diversity of input for better enhancing our joint AVSC model.
In more detail, a joint audio-video example can be constructed
by using the following formula:

(wif,2iy) = ax (of,x]) + (1 — a) x (zf,2}) (6)

timjzaxti—&—(l—oc)xtj 7

where (x5, x}) are audio and video embedding of the i-th sam-
ple and ¢; is the corresponding label. ™, ™ and ¢™ denote the
audio, video embedding and scene label after the joint mixup,
respectively. « is the mixed ratio and set to 0.4. To build the
multi-modal systems, 20% of the training data are employed
with audio-video joint mixup.

3. Experimental Results and Analysis
3.1. Experimental Setup

The data set used for the AVSC task is TAU Urban Audio-Visual
Scenes 2021 [3]], which consists of 34 hours of data with time-
synchronized audio and video content. There are about 8k 10-
second audio clips for training and 3k test audio clips recorded
in a binaural way using a 48kHz sampling rate. For the video
clips, every second contains 30 frames. We split all the data into
1-second samples without overlap to match the development set
of Task 1b in DCASE 2021 Challenge.

For each input audio clip, we use the Librosa [31] library
to extract the LMFB features and compute log-Mel delta and
delta-delta operations without padding, which generates a fea-
ture tensor shape of 39 x 128 x 6. For each input visual clip,
the first frame and the fifteenth frame images are extracted and
resized to 224 x 224 patches to calculate the video embedding.
Then two video embedding are added together to serve as the

Table 1: An accuracy (‘Acc.” in %) comparison of acoustic-
visual joint modeling. The first two columns correspond to au-
dio and video models, where ‘VGGish’ is pre-trained on Au-
dioSet while ‘FCNN’ is trained from scratch. ‘Pre_V’ denotes
pre-trained video models. ‘Fine A’ and ‘Fine_V’ denote fine-
tuning the audio and video extractors, respectively.

Audio | Video | Pre.V | Fine.A | Fine_V | Acc.
VGGish [33] - - v - 59.3
FCNN - - - - 75.2
- VGG - - - 76.2

- VGG v - - 80.3
FCNN VGG v - - 87.4
FCNN ResNet v - - 91.6
FCNN ResNeSt v - - 92.2
FCNN DenseNet v - - 92.5
FCNN DenseNet v v - 93.1
FCNN DenseNet v - v 92.9
FCNN DenseNet v v v 93.2

final visual feature of the input video data. All our models are
trained using PyTorch toolkit. And Adam optimizer is used dur-
ing training. For our audio-visual joint model, we set a small
learning rate of le-5 to fine-tune both audio and video extrac-
tors, with a weight decay of 1e-5 and batch size of 32.

3.2. Results on Acoustic-Visual Joint Modeling

We consider three aspects for acoustic-visual joint modeling:
the selection of audio extractor, the selection of visual extrac-
tor, and the joint training strategy. Here in this section, we con-
duct a series of experiments to show the effectiveness of our
joint modeling. Table (1| shows the experimental results on the
development set.

For audio embedding, we compare VGGish [33] which
is pre-trained on AudioSet and FCNN which is trained from
scratch. All these preliminary experiments are conducted with-
out data augmentation methods. From the top two rows of Table
we can see that the FCNN model trained from scratch per-
forms better than pre-trained VGGish. Therefore, in the follow-
ing experiments, FCNN trained from scratch with the official
data is used to extract audio embedding.

For visual embedding, large in-domain data sets, such as
ImageNet [19] are always adopted for pre-training. Firstly,
we make a comparison of video models with and without pre-
training. From the third and fourth rows of Table [I VGG
model pre-trained on ImageNet achieves higher accuracy than
that trained from scratch, which demonstrates that pre-training
is helpful for extracting better visual embedding. In this study,
we adopt another scene-image data set Places365 [20]] for pre-
training and compare different visual embedding. ResNet,
ResNeSt and DenseNet are all pre-trained on the Places365
data set. We compare the performance of four outstanding pre-
trained networks for video feature extracting as shown between
the fifth to eighth rows of Table [T} The results show that, in
the AVSC model, FCNN for audio extractor and DenseNet for
visual extractor achieve the best performance with an accuracy
of 92.5%.

For joint training, the extractor for each modality has two
choices: freezing or fine-tuning the parameters. Based on the
best extractors (FCNN and DenseNet), we compare three dif-
ferent joint training strategies shown in the bottom three rows
of Table [T We can conclude that fine-tuning can greatly im-



Table 2: An accuracy (in %) comparison on the DCASE de-
velopment set of different video data perturbation strategies to
modify each individual video feature.

Index Transformation Accuracy

1 A-FCNN+V-DenseNet 93.2
2 TranslateX 92.6
3 TranslateY 92.6
4 Solarize 90.4
5 ShearX 91.5
6 ShearY 91.0
7 Sharpness 93.3
8 Rotate 92.0
9 Posterize 88.5
10 Invert 91.3
11 Equalize 92.7
12 Cutout 91.5
13 Contrast 93.5
14 Color 92.3
15 Brightness 92.0
16 AutoContrast 93.2

prove performances in audio-visual models. Fine-tuning only
the audio or visual extractor achieves better results than no fine-
tuning. Fine-tuning both audio and visual extractors can achieve
the best performance of 93.2%. That is what we adopt for our
follow-up experiments.

3.3. Results on Audio-Video Data Augmentation

We have shown that data augmentation is effective for the ASC
task in [6]]. On the other hand, not all data augmentation meth-
ods are valid for the VSC task. Accordingly, we now investi-
gate the effectiveness of the 15 data perturbation strategies in
RandAugment. Table [2| shows the accuracy for 15 video data
perturbation policies of the joint audio-visual model. The audio
modality in the joint model is trained without any data augmen-
tation. There are two parameters, the number of data augmen-
tation methods N and the magnitude M. The parameters [N
and M are set to 2 and 14, respectively. The top row in Ta-
ble 2] provides the accuracy of the joint system without any data
augmentation. By comparing the results in Table 2} we can ob-
serve that ‘Sharpness’ and ‘Contrast’ are effective to improve
system performances for scene classification, while other meth-
ods in RandAugment are not suitable for this task. Eventually,
we adopt ‘Sharpness’, ‘Contrast’ and ‘Identity Mapping’ as the
sub-policies of RandAugment.

The experimental results of audio-visual joint model with
different data augmentation methods are presented in Table [3]
Clearly, both audio and video data augmentation methods are
effective, while the use of both can further improve the perfor-
mance. Specifically, the accuracy when adopting both audio
and video data augmentation is improved to 93.9%. We apply
the mixup method for the audio-visual joint model. It has been
proved effective for the audio system. Nevertheless, there is
no idea about what proportion of mixing can bring the great-
est improvement for video clips. Accordingly, the performance
comparisons of video model when using different mixup per-
centage are listed in Table 3. The best accuracy of 94.2% can
be achieved when doing mixup on 20% of the data, while the
accuracy of audio-visual joint model baseline is 93.2%. Conse-
quently, we set the joint mixup percentage of 20% for the final

Table 3: Experimental results of accuracy (in %) for joint
audio-visual data augmentation. The middle three columns de-
note whether audio augmentation, video perturbation and joint
mixup (in term of percentage of training data) are applied. ‘v’
and ‘-’ denote with and without each operation, respectively.

System Audio | Video | Mixup | Accuracy
- - - 93.2
v - - 93.4
A-FCNN - v - 93.7
+ v v - 93.9
V-DenseNet v v 20% 94.2
v v 50% 93.8
v v 100% 94.0

Table 4: An accuracy (in %) comparison of the state-of-the-art
techniques.

System Model Accuracy
1 Baseline [3]] 77.0
2 Zhang et al. [23]] 94.1
3 Yang et al. [26] 93.9
4 Pham et al. [25] 93.9
5 Proposed 94.2

audio-visual model based on the results of Table 3.

3.4. Overall Comparison

The top row in Table 4 lists the AVSC accuracy of the official
baseline system. Based on the original OpenL3 publication,
either audio and video embedding is extracted using a single
modality. Then it connects the sub-networks using two fully-
connected feed-forward layers. Compared with the baseline
system, our proposed model achieves promising performance
by a large margin. Furthermore, we compare the system results
of other teams with the top rankings for DCASE 2021 Task 1b.
They are shown in the 2nd, 3rd and 4th rows in Table 4. The
accuracy of our final AVSC system is listed in the bottom row.
The experimental results clearly demonstrate that the proposed
audio-visual joint model with audio-video data augmentation
achieves quite a competitive performance when compared with
all the state-of-the-art benchmark systems.

4. Conclusion

In this paper, we propose a novel approach to the AVSC
task with acoustic-visual joint modeling and data augmentation
strategies. Based on multi-modal inputs, we compare different
audio and video embedding and achieve the best matching re-
sult: FCNN for the audio modality and DenseNet for the video
modality. Joint modeling with fine-tuning on both modalities
works best with good accuracy improvements. Moreover, we
successfully apply RandAugment with ‘Sharpness’ and ‘Con-
trast’ policies in training AVSC models. A joint mixup strat-
egy for multi-modal AVSC is then proposed for better modality
interactions at the input level. Finally, our system obtains the
state-of-the-art performance with an accuracy of 94.2% on the
development set of DCASE 2021 Task 1b.
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