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Abstract

Very deep models for speaker recognition (SR) have demon-
strated remarkable performance improvement in recent re-
search. However, it is impractical to deploy these models for on-
device applications with constrained computational resources.
On the other hand, light-weight models are highly desired in
practice despite their sub-optimal performance. This research
aims to improve light-weight SR models through large-scale
label-free knowledge distillation (KD). Existing KD approaches
for SR typically require speaker labels to learn task-specific
knowledge, due to the inefficiency of conventional loss for dis-
tillation. To address the inefficiency problem and achieve label-
free KD, we propose to employ the contrastive loss from self-
supervised learning for distillation. Extensive experiments are
conducted on a collection of public speech datasets from diverse
sources. Results on light-weight SR models show that the pro-
posed approach of label-free KD with contrastive loss consis-
tently outperforms both conventional distillation methods and
self-supervised learning methods by a significant margin.
Index Terms: speaker recognition, knowledge distillation, light
weight, pretrain

1. Introduction

Speaker embeddings learnt by deep neural networks have
shown very impressive performance for speaker recognition
(SR) [1H3]]. It has been extensively verified that neural mod-
els with deeper residual layers (such as ResNet [2}/4]) and more
complex neural blocks (such as ECAPA-TDNN [3]]) can signifi-
cantly outperform the classical x-vector [1] extractor. However,
these models are computationally demanding. It is difficult, if
not impossible, to deploy them for resource-constrained appli-
cations that have limited computational budgets and require low
real time factor.

The task of developing light-weight models for on-device
application has drawn a lot of attention. A common method-
ology is to explore more efficient neural network architectures,
e.g., MobileNet [5], ShuffleNet [[6], EfficientNet [7], etc. An-
other direction is to compress neural network models through
parameter pruning [8}[9], quantization [10-12], and low-rank
decomposition [[13H15]]. The light-weight models developed
with these approaches have small model size and low latency
for inference. They are suitable for on-device deployment, but
often at the expense of performance degradation.

To improve the performance of light-weight models, the
knowledge distillation (KD) approach has been investigated
[I5H17]. For speaker recognition, many well-trained speaker
extractors have been developed [18H20]. KD is to distill use-
ful knowledge from these excellent models (teacher) to improve
light-weight extractor models (student). A teacher model maps

speech samples into speaker-discriminative embeddings. The
embeddings are then leveraged as a kind of supervision to train
student models. Through this process, student models can be
improved by benefiting from both a large amount of data and
superior teacher models. In the context of pre-training for light-
weight models, KD could be both efficient and effective. Re-
lated research in this direction is quite limited. To our knowl-
edge, only Georges [15]] and Wang [16] considered applying
KD to light-weight speaker embedding extraction.

With the motivations stated above, the present study tar-
gets on improving light-weight speaker extractors with label-
free KD on large amounts of unlabelled data. The major inno-
vation of the proposed label-free KD is the design of training
loss. Conventional KD defines the training loss as an interpola-
tion between the distillation loss and an auxiliary classification
loss. The classification loss is generally necessary for learning
task-specific knowledge, but at the expense of golden labels.
This is because of the inadequacy in teacher-student learning
by the conventional distillation loss [[16], as will be evidenced
in our experiments. To handle the insufficiency issue while
discarding the classification loss, we leverage the contrastive
loss [21] from self-supervised learning (SSL). We experimen-
tally find that KD along with the contrastive loss can signifi-
cantly improve the performance of light-weight models. It can
be even better than the state-of-the-art angular-based classifi-
cation loss [22,123] that requires speaker labels. As a result,
label-free KD can be achieved.

Label-free KD can also be used for unsupervised domain
adaptation. Experiments show that when adapting to data with
severe domain mismatch, KD with contrastive loss can outper-
form conventional distillation methods by a significant margin.
The performance is also comparable to (sometimes better than)
supervised training with out-of-domain data.

Finally, we scale up the amount of unlabelled data to carry
out large-scale label-free KD. Several large-scale datasets col-
lected from different speech tasks are combined together, reach-
ing a total duration of 24,182 hours after pre-processing. Large-
scale KD on the combined data can further boost the perfor-
mance of light-weight speaker extractors. It is worth noting that
since the extractors are light-weight, large-scale KD is actually
computationally affordable to the academic community.

2. Label-free Knowledge Distillation

Similar to the previous work [16], the teacher-student structure
is adopted for achieving KD. As shown in Figure |1} given an
input speech waveform, the teacher embedding extractor uses
filter-bank features (fbanks) of the whole input to generate a
per-utterance speaker embedding. A short clip (2s-3s) of the
waveform is cropped at a random time point in the utterance to
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Figure 1: teacher-student training for label-free knowledge dis-
tillation

generate fbanks as the input to the student embedding extractor.
In addition, spectrum augmentation with time-frequency
masking and warping of the input fbanks is applied to the stu-
dent embedding extractor. The teacher model is assumed to be
well-trained and its parameters are fixed in KD. The parameters
of the student model are randomly initialized and updated by
minimizing a distillation loss. The distillation loss is defined
as the distance between pairs of embedding generated from the
teacher and student models. Through this distillation process, it
is expected that the student can learn adequate knowledge from
the teacher to generate discriminative speaker embeddings.

A critical difference between our work and the previous
is the training loss. The existing distillation method typi-
cally employs an auxiliary classification loss. The overall train-
ing loss is defined as a weighted combination of the distillation
loss and the classification loss. This is because using the dis-
tillation loss only may not be sufficient for effective learning of
task-specific knowledge. The interpolation could to a certain
extent improve the performance of student learning. However,
as labelled data are needed for the classification loss, the amount
of data available for distillation would be limited. The present
study aims to get rid of the classification loss and improve the
distillation loss so as to unleash the power of large-scale distil-
lation on unlabeled data.

2.1. Distillation Loss

We consider distillation at the embedding level, as shown in
Figure[I] Two simple loss functions were proposed in the pre-
vious work . They are the mean square error (MSE) and the
cosine distance (COS) loss,
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where vi and v¢ denote the embeddings extracted from the
teacher and the student for the i-th speech utterance. N refers
to the batch size.

2.1.1. Contrastive loss

To improve the distillation performance for SR, we adopt the
contrastive loss [21]],

exp (cos(vi, vi)/T)

N
(
Lcomra = - In - -
; PO (cos(v,v3)/T)

j=1€XP

“

where 7 is the temperature that scales up the cosine similarities
to logits before softmax normalization. Empirically, we find
that 7 = 0.1 works pretty well.

For the ¢-th teacher-student embedding pair, the COS loss
measures the similarity cos(vf, vi) between v} and v’. The con-
trastive loss, on the other hand, incorporates a denominator term
Z;.vzl exp (cos(vi,v?)/T) to normalize the similarity. The de-
nominator enumerates the pairwise similarities cos(vf , vg) be-
tween all the student embeddings {v]} Y, and the i-th teacher
embedding v{. It discriminates speaker embeddings in a batch.
Not only the ¢-th student embedding is pulled towards the cor-
responding teacher embedding, but also other student embed-
dings are pushed away from it. The underlying assumption
is that any two samples in the batch are unlikely to be from
the same speaker. This is reasonable considering the relatively
small batch size with respect to the large speaker population.

The contrastive loss was proposed in SSL [21|[25]], where
both v} and v? come from the same extractor. The contrastive
loss is also closely related to angular softmax loss [2223]. The
major difference is that when using the angular softmax loss, vy
is part of the model parameters. It is the last linear layer added
to the embedding extractor for supervised training. This linear
layer can be regarded as a speaker lookup table of fixed size,
which is randomly initialized.

3. Experiments
3.1. Configurations
3.1.1. Data

Experiments of label-free KD are conducted on several large-
scale datasets for speaker recognition. As listed in Table [T}
VoxCeleb2 and CNCeleb are the two largest public
datasets for SR with the languages of English and Chinese, re-
spectively. In addition to that, several datasets for other speech
tasks are incorporated as unlabelled data for KD pretraining.
They are WenetSpeech for Chinese speech-to-text, Gi-
gaspeech [29] for English speech-to-text and Voxlingual07 [30]
for language recognition. They are much larger than the afore-
mentioned SR datasets, except that speaker labels are missing.
The training data are preprocessed to fit SR tasks. We keep
only the speech samples longer than 2 seconds. 80-dim filter-
banks are then extracted, followed by voice activity detection
and mean normalization with a sliding window up to 3 seconds.



Table 1: Summary of training data after pre-processing

|| #utt | #spk | duration | language

VoxCeleb2 1.09M | 5995 2234h most English
CNCelebl1+2 560K | 2792 1214h Chinese
WenetSpeech 13M - 6602h Chinese
GigaSpeech 7.6M - 795%h English
Voxlingual07 2.5M - 6173h multiple
total 24.715M - 24182h multiple

3.1.2. Model

Computational cost is a major concern in practice. Table []
compares several state-of-the-art neural networks in terms of
model size and real time factor (RTF). The RTF is calcu-
lated on an Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz
with input samples of 10sec. As shown in Table [2} state-of-
the-art speaker recognition models like SE-ResNet34 [31]] and
ECAPA-TDNN [3]] are computationally intensive. The most re-
cent Transformer-based modelsfﬂ trained by SSL [32H34] are
much heavier than the aforementioned. In comparison, the clas-
sical x-vector extractor [1] is applicable due to its relatively
small model size and low RTF. The light-weight modeﬂ Mo-
bileNet3 [5] is employed from image classification to speaker
recognition. It is more light-weight than the x-vector extractor.

In our experiments, SE-ResNet34 is adopted as the teacher
model. It consists of 34 stacked squeeze-excitation blocksﬂ
The MobileNet3 and the x-vector extractor are employed as the
student models. Modifications to MobileNet3 are limited: (1)
reducing the number of input channels from 3 to 1; (2) changing
the last classification dimension to the embedding dimension
(256-dim). Note that we use the channel-wise global average
pooling for MobileNet3.

Table 2: Computational comparison between neural networks

| #para. | RTF || teacher | student

MobileNet3 (big) 1.9M | 0.002 v
x-vector 3.6M | 0.003 v
SE-ResNet34 242M | 0.049 v
ECAPA-TDNN 15.6M | 0.014
Transformer(base) 94.3M | 0.083

Transformer(large) 315M | 0.276

3.1.3. Model Training and Evaluation

For simplicity, the KD training, supervised training and fine-
tuning share almost the same configurations in all of our ex-
periments. The stochastic gradient descent (SGD) optimizer is
adopted with the learning rate exponentially decayed from 0.1
to 0.01. The models are trained using two NVIDIA V100 GPUs
with 32GB memory. Each GPU is allocated with a batch of 512
speech segments (2s-3s). The training goes through the whole
training data repeatedly for 15 times. A subset of 200-hour
speech samples are randomly selected for every epoch. Only
spectrum augmentation [24] is applied. In the supervised train-
ing with speaker labels, AAM-softmax [23] loss is adopted with
the scalar set to 30. Similar to the curriculum learning proposed

Thttps://huggingface.co/microsoft/wavim-base-sv
Zhttps://huggingface.co/microsoft/wavlm-large
3https://github.com/pytorch/vision/blob/main/torchvision/models
“https://github.com/clovaai/voxceleb_trainer/tree/master/models

in [31]], the angular margin of AAM-softmax loss is set to O for
the first 30 epochs and then increases to 0.3.

After training, 256-dim embeddings extracted from the
neural networks are length-normalized [35]], followed by cosine
scoring to produce verification scores. Equal error rate (EER)
is used for performance evaluation. It balances between false
alarm errors and false reject errors.

3.2. In-domain Distillation

We first conduct in-domain distillation on VoxCeleb to verify
the effectiveness of contrastive loss. Both teacher and student
models are trained with the training data of VoxCeleb2 and eval-
uated on the test data of VoxCelebl. Table 3 shows the results.
AAM denotes the supervised training by AAM softmax loss that
requires speaker labels. The others denote label-free distillation
as described in Section Clearly the contrastive loss out-
performs conventional distillation loss like MSE and COS. It
can be even better than AAM training on MobileNet3. Its su-
periority is partially due to the well-trained teacher model, SE-
ResNet34, which achieves the EER of 1.0%. These results show
that the contrastive loss can effectively distill knowledge from
the teacher model to improve the students.

Table 3: Comparison between supervised training with AAM-
softmax loss and label-free knowledge distillation

model || AAM || MSE | COS | contrastive
MobileNet3 4.06 7.82 4.96 3.77
X-vector 2.71 4.52 4.08 2.86

SE-ResNet34 1.00 - - N

3.3. Out-of-domain Distillation

In the previous experiment, training of the teacher model and
distillation for the student models are performed on the same
data. To investigate the robustness of the proposed distillation
method on out-of-domain data, the CNCeleb dataset is used.
The teacher remains the same (trained on VoxCeleb2), while the
students are trained on both CNCeleb1+2 and VoxCeleb2. Table
[ shows the evaluation results on CN-Celeb. The effectiveness
of contrastive loss remains very significant in this case of out-
of-domain distillation.

For MobileNet3, contrastive loss outperforms MSE and
COS loss by absolute margins of 7.66% and 4.77%, respec-
tively. It is noticeably better than supervised training with
AAM-sofmax loss (AAM). For x-vector, contrastive loss is com-
parable to AAM(12.98% versus 11.71%). The superiority of
contrastive loss suggests that label-free KD can also be used for
unsupervised domain adaptation of the front-end, e.g., unsuper-
visedly pretraining on a large amount of target domain data.

Table 4: transfer to CNCeleb without finetuning

model || AAM || MSE | COS | contrastive
MobileNet3 16.74 21.03 | 18.14 13.37
x-vector 11.71 18.59 | 18.05 12.98

3.4. Large-scale Distillation and Fine-tuning

The main goal of this study is about effective pre-training of
light-weight models on large-scale unlabelled data collected



from diverse sources, as described in Section[3.1.1} Pretraining
of student models are computationally affordable, due to their
light-weight property. With two V100 GPUs, it costs less than
two days to pretrain a student model on the combined data of
24,182 hours.

Table[5]evaluates the student models after large-scale distil-
lation and finetuning. The evaluation is conducted on the Vox-
Celebl test data. The proposed contrastive loss still works well
on the x-vector model. The finetuning on x-vector gives signifi-
cant improvements, e.g., EER is reduced from 2.95% to 2.09%
for x-vector with contrastive loss. It indicates the superior net-
work design of the x-vector extractor. Another observation is
that the performance gap between different loss shrinks as the
unlabelled data become very large.

For MobileNet3, the unsupervised KD is still very use-
ful, e.g., reducing EER from 4.06% (no distillation, trained by
AAM loss) to 2.90% (distillation applied). However, the fine-
tuning with AAM loss on VoxCeleb2 does not introduce fur-
ther improvements, e.g., it is degraded from 2.90% to 3.15% in
terms of EER. The performance result is an interpolation be-
tween the unsupervised KD pretraining (2.90%) and the super-
vised training by AAM loss (4.06%). Due to the relatively poor
performance of MobileNet3 trained by AAM loss, finetuning
by AAM loss is not beneficial to the system performance. In
this regard, it is suggested to skip the finetuning of MobileNet3.

We also compare the proposed KD with other related stud-
ies that used SSL for x-vector and ResNet. These studies at-
tempt to train a speaker model from scratch without any exter-
nal supervision. To improve the performance, some use exten-
sive data augmentation methods and tricky training strategies,
which are quite complicated in practice and difficult to scale up
to large-scale data. Moreover, the performance of SSL on light-
weight models is far from satisfactory, compared to our simple
knowledge distillation method. It would be unnecessary to train
from scratch without considering many excellent teacher mod-
els that are publicly available.

Table 5: Large-scale distillation and finetuning. Models are
evaluated on VoxCelebl

|| MSE | COS | contrastive

distillation

MobileNet3 3.34 3.20 2.90
X-vector 3.19 3.01 2.95

+ finetuning on VoxCeleb2

MobileNet3 4.52 3.72 3.15
X-vector 2.46 2.21 2.09

supervised training without distillation

MobileNet3 4.06
X-vector 2.71
Other related work

moco+ProtoNCE+x-vector [36]] 8.23
bootstrap + ResNet [37]] 6.42
moco+x-vector [25] 2.40

Table [6] summaries the evaluation results on CNCeleb,
where the teacher model is trained on VoxCeleb2. The
fine-tuned x-vector extractor can still significantly bene-
fit from large-scale distillation based on the contrastive
loss, e.g., EER reduced from 11.71%(no distillation) to

Table 6: Large-scale distillation and finetuning. Models are
evaluated on CNCelebl

H MSE [ COS [ contrastive

distillation
MobileNet3 1572 | 16.84 12.74
X-vector 15.97 | 15.97 12.22
+ finetuning on CNCeleb1+2
MobileNet3 16.33 | 14.90 12.82
X-vector 10.46 | 10.12 9.43
supervised training without distillation
MobileNet3 16.74
X-vector 11.71
Other related work
x-vector + dnf [38|] 14.22
x-vector + aug [39] 13.74
ResNet + aug [39] 9.32
ECAPA-TDNN + aug [39] 8.82

9.43%(distillation+finetuning). The finetuned x-vector outper-
forms x-vector+aug and is even competitive to ResNet+aug.
Similar to experiments on VoxCeleb, MobileNet3 after distil-
lation does no benefit from the subsequent finetuning by AAM
loss.

3.5. Comparison among Light-weight Models

The choice of student models in KD should also be reckoned
with. As shown in Table the performance varies between
the student models. The classical x-vector extractor in general
outperforms the MobileNet3, especially after large-scale distil-
lation and finetuning. A possible reason is that the MobileNet3
is originally designed for image classification. The network
structures need more modifications to fit for speech tasks. It
also indicates that the x-vector extractor is quite well-designed
for SR. We hope in the future there could be more research on
designing light-weight speaker extractors so as to further un-
leash the power of KD.

4. Conclusion

Light-weight speaker extractors are highly desired in practical
applications. This research aims to improve their performance
by efficiently incorporating large amount of unlabelled data for
training. It is achieved by leveraging the contrastive loss from
self-supervised learning for label-free knowledge distillation.
Several light-weight neural networks are employed as speaker
extractors to evaluate the effectiveness of label-free knowledge
distillation. Experiments with VoxCeleb and CNCeleb demon-
strate the superiority of contrastive loss over both the con-
ventional distillation loss and the state-of-the-art angular-based
classification loss. Unlabelled data are scaled up by combining
several large-scale speech datasets from diverse sources. The
large-scale knowledge distillation is effective in boosting the
performance of light-weight speaker extractors.
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