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Abstract— An attractive feature of BCH codes is that one
can infer valuable information from their design parameters
(length, size of the finite field, and designed distance), such as
bounds on the minimum distance and dimension of the code.
In this paper, it is shown that one can also deduce from the
design parameters whether or not a primitive, narrow-senseBCH
contains its Euclidean or Hermitian dual code. This information
is invaluable in the construction of quantum BCH codes. A new
proof is provided for the dimension of BCH codes with small
designed distance, and simple bounds on the minimum distance
of such codes and their duals are derived as a consequence.
These results allow us to derive the parameters of two families
of primitive quantum BCH codes as a function of their design
parameters.

I. I NTRODUCTION

Let α denote a primitive element in the finite fieldFqm .
We setn = qm − 1 and denote byδ an integer in the range
2 ≤ δ ≤ n. Recall that a cyclic code of lengthn over Fq

is called a primitive, narrow-sense BCH code with designed
distanceδ if its generator polynomial is of the form

g(x) =
∏

z∈Z

(x − αz) with Z = C1 ∪ · · · ∪Cδ−1,

whereCx = {xqk mod n | 0 ≤ k < m } denotes theq-ary
cyclotomic coset ofx modulon. We refer to such a code as
a BCH(n, q; δ) code, and callZ the defining set of the code.
The basic properties of these classical codes are discussed, for
example, in the books [9], [10], [11].

Given a classical BCH code, we can use one of the follow-
ing well-known constructions to derive a quantum stabilizer
code:

1) If there exists a classical linear[n, k, d]q codeC such
that C⊥ ⊆ C, then there exists an[[n, 2k − n,≥ d]]q
stabilizer code that is pure tod. If the minimum distance
of C⊥ exceedsd, then the quantum code is pure and has
minimum distanced.

2) If there exists a classical linear[n, k, d]q2 codeD such
that D⊥h ⊆ D, then there exists an[[n, 2k − n,≥ d]]q
stabilizer code that is pure tod. If the minimum distance
of D⊥h exceedsd, then the quantum code is pure and
has minimum distanced.

The orthogonality relations are defined in theNotations at the
end of this section. Examples of certain binary quantum BCH
codes have been given in [2], [5], [7], [13].

Our goal is to derive the parameters of the quantum stabi-
lizer code as a function of their design parametersn, q, andδ

of the associated primitive, narrow-sense BCH codeC. This
entails the following tasks:

a) Determine the design parameters for whichC⊥ ⊆ C;
b) determine the dimension ofC;
c) bound the minimum weight inC \ C⊥.

In caseq is a perfect square, we would also like to answer the
Hermitian versions of questions a) and c):

a’) Determine the design parameters for whichC⊥h ⊆ C;
c’) bound the minimum weight inC \ C⊥h .

To put our work into perspective, we sketch our results and
give a brief overview of related work.

Let C be a primitive, narrow-sense BCH codeC of length
n = qm − 1, m ≥ 2, overFq with designed distanceδ.

To answer question a), we prove in Theorem 2 thatC⊥ ⊆ C
holds if and only ifδ ≤ q⌈m/2⌉ − 1 − (q − 2)[m odd]. The
significance of this result is that allows one to identify allBCH
codes that can be used in the quantum code construction 1).
Fortunately, this question can be answered now without com-
putations. Steane proved in [12] the special caseq = 2, which
is easier to show, since in this case there is no difference
between even and oddm.

In Theorem 4, we answer question a’) and show thatC⊥h ⊆
C if and only if δ ≤ q(m+[m even])/2 − 1 − (q − 2)[m even],
where we assume thatq is a perfect square. This result allows
us to determine all primitive, narrow-sense BCH codes that
can be used in construction 2). We are not aware of any prior
work concerning the Hermitian case.

In the binary case, an answer to question b) was given
by MacWilliams and Sloane [11, Chapter 9, Corollary 8].
Apparently, Yue and Hu answered question b) in the case
of small designed distances [15]. We give a new proof of
this result in Theorem 7 and show that the dimensionk =
n − m ⌈(δ − 1)(1− 1/q)⌉ for δ in the range2 ≤ δ <
q⌈m/2⌉ +1. As a consequence of our answer to b), we obtain
the dimensions of the quantum codes in constructions 1) and
2).

Finding the true minimum distance of BCH codes is an open
problem for which a complete answer seems out of reach,
see [3]. As a simple consequence of our answer to b), we
obtain better bounds on the minimum distance for some BCH
codes, and we derive simple bounds on the (Hermitian) dual
distance of BCH codes with small designed distance, which
partly answers c) and c’).
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In Section V, all these results are used to derive two families
of quantum BCH codes. Impatient readers should now browse
this section to get the bigger picture. Theorem 12 yields the
result that one obtains using construction 1). The result of
construction 2) is given in Theorem 13.

Notations. We denote the ring of integers byZ and a finite
field with q elements byFq. We follow Knuth and attribute
to [P (k)] the value 1 if the propertyP (k) of the integerk
is true, and 0 otherwise. For instance, we have[k even] =
k − 1 mod 2, but the left hand side seems more readable. If
x and y are vectors inFn

q , then we writex ⊥ y if and only
if x · y = 0. Similarly, if x andy are vectors inFn

q2 , then we
write x⊥h y if and only if xq · y = 0.

II. EUCLIDEAN DUAL CODES

Recall that the Euclidean dual codeC⊥ of a codeC ⊆ F
n
q

is given byC⊥ = {y ∈ F
n
q |x · y = 0 for all x ∈ C}. Steane

showed in [12] that a primitive binary BCH code of length
2m − 1 contains its dual if and only if its designed distance
δ satisfiesδ ≤ 2⌈m/2⌉ − 1. In this section we derive a similar
condition for nonbinary BCH codes.

Lemma 1: Suppose thatgcd(n, q) = 1. A cyclic code of
lengthn over Fq with defining setZ contains its Euclidean
dual code if and only ifZ ∩Z−1 = ∅, whereZ−1 denotes the
setZ−1 = {−z mod n | z ∈ Z}.

Proof: See, for instance, [6, Lemma 2] or [9, Theorem
4.4.11].

Theorem 2: A primitive, narrow-sense BCH code of length
qm − 1, with m ≥ 2, over the finite fieldFq contains its dual
code if and only if its designed distanceδ satisfies

δ ≤ δmax = q⌈m/2⌉ − 1− (q − 2)[m odd].
Proof: Let n = qm−1. The defining setZ of a primitive,

narrow-sense BCH codeC of designed distanceδ is given by
Z = C1 ∪ C2 · · · ∪ Cδ−1, whereCx = {xqj mod n | j ∈ Z}.

1) We will show that the codeC cannot contain its dual
code if the designed distanceδ > δmax. Seeking a
contradiction, we assume that the defining setZ contains
the set{1, . . . , s}, where s = δmax. By Lemma 1,
it suffices to show thatZ ∩ Z−1 is not empty. If
m is even, thens = qm/2 − 1, and Z−1 contains
the element−sqm/2 ≡ qm/2 − 1 ≡ s mod n, which
means thatZ ∩ Z−1 6= ∅; contradiction. Ifm is odd,
then s = q(m+1)/2 − q + 1, and the element given
by −sq(m−1)/2 ≡ q(m+1)/2 − q(m−1)/2 − 1 mod n is
contained inZ−1. Since this element is less thans
for m ≥ 3, it is contained inZ, so Z ∩ Z−1 6=
∅; contradiction. Combining these two cases, we can
conclude thatδ ≤ q⌈m/2⌉ − 1 − (q − 2)[m is odd] for
m ≥ 2.

2) For the converse, we prove that ifδ ≤ δmax, thenZ ∩
Z−1 = ∅, which impliesC⊥ ⊆ C by Lemma 1. It
suffices to show thatminC−x ≥ δmax for any cosetCx

in Z. Since1 ≤ x < δmax ≤ q⌈m/2⌉ − 1, we can write
x as aq-ary integer of the formx = x0 + x1q + · · · +
xm−1q

m−1 with 0 ≤ xi < q, andxi = 0 for i ≥ ⌈m/2⌉.

If ȳ = n− x, then ȳ = ȳ0 + ȳ1q + · · ·+ ȳm−1q
m−1 =

∑m−1
i=0 (q − 1 − xi)q

i. Set y = minC−x. We note that
y is a conjugate of̄y. Thus, the digits ofy are obtained
by cyclically shifting the digits of̄y.

3a) First we consider the case whenm is even. Then the
q-ary expansion ofx has at leastm/2 zero digits.
Therefore, at leastm/2 of the ȳi are equal toq − 1.
Thus,y ≥

∑m/2−1
i=0 (q − 1)qi = qm/2 − 1 = δmax.

3b) If m is odd, then as1 ≤ x < q(m+1)/2− q+1, we have
m > 1 and ȳ = ȳ0 + ȳ1q+ · · ·+ (ȳ(m−1)/2)q

(m−1)/2 +
(q − 1)q(m+1)/2 + · · · + (q − 1)qm−1. For 0 ≤ j ≤
(m − 1)/2, we observe thatxqj < n, and sincēyqj ≡
−xqj mod n, ȳqj = n − xqj ≥ qm − 1 − (q(m+1)/2 −
q)q(m−1)/2 = q(m+1)/2 − 1 ≥ δmax. For (m + 1)/2 ≤
j ≤ m− 1, we find that

ȳqj mod n = ȳm−j + · · ·+ ȳ(m−1)/2q
j−(m+1)/2

+ (q − 1)qj−(m−1)/2 + · · ·+ (q − 1)qj−1

+ ȳ0q
j + · · ·+ ȳm−j−1q

m−1,

≥ (q(m−1)/2 − 1)qj−(m−1)/2 + ȳ0 + · · ·

+ ȳ(m−1)/2,

≥ q(m+1)/2 − q + 1 = δmax,

whereȳ0+ · · ·+ ȳ(m−1)/2 ≥ 1 becausex < q(m+1)/2−
q+1. Hencey = min{ȳqj | j ∈ Z} ≥ δmax whenm is
odd.

Therefore a primitive BCH code contains its dual if and only
if δ ≤ δmax, for m ≥ 2.

III. H ERMITIAN DUAL CODES

If the cardinality of the field is a perfect square, then we
can define another type of orthogonality relation for codes.
Recall that if the codeC is a subspace of the vector space
F

n
q2 , then its Hermitian dual codeC⊥h is given byC⊥h =

{y ∈ F
n
q2 | y

q ·x = 0 for all x ∈ C}, whereyq = (yq1, . . . , y
q
n)

denotes the conjugate of the vectory = (y1, . . . , yn). The goal
of this section is to establish when a primitive, narrow-sense
BCH code contains its Hermitian dual code.

Lemma 3: Assume thatgcd(n, q) = 1. A cyclic code of
lengthn overFq2 with defining setZ contains its Hermitian
dual code if and only ifZ ∩ Z−q = ∅, where Z−q =
{−qz mod n | z ∈ Z}.

Proof: Let N = {0, 1, . . . , n− 1}. If g(z) =
∏

x∈Z(z −
αx) is the generator polynomial of a cyclic codeC, then
h†(z) =

∏

x∈N\Z(z − α−qx) is the generator polynomial of
C⊥h . Thus,C⊥h ⊆ C if and only if g(z) dividesh†(z). The
latter condition is equivalent toZ ⊆ {−qx |x ∈ N \Z}, which
can also be expressed asZ ∩ Z−q = ∅.

Theorem 4: A primitive, narrow-sense BCH code of length
q2m − 1 overFq2 , wherem 6= 2, contains its Hermitian dual
code if and only if its designed distanceδ satisfies

δ ≤ δmax = qm+[m even] − 1− (q2 − 2)[m even].
Proof: Let n = q2m − 1. Recall that the defining setZ

of a primitive, narrow-sense BCH codeC over the finite field



Fq2 with designed distanceδ is given byZ = C1∪· · ·∪Cδ−1

with Cx = {xq2j mod n | j ∈ Z}.

1) We will show that the codeC cannot contain its Her-
mitian dual code if the designed distanceδ > δmax.
Seeking a contradiction, we assume that the defining set
Z contains{1, . . . , s}, wheres = δmax. By Lemma 3,
it suffices to show thatZ ∩ Z−q is not empty. Ifm is
odd, thens = qm − 1. Notice thatn − qsq2(m−1)/2 =
qm − 1 = s, which means thats ∈ Z ∩ Z−q, and this
contradicts our assumption that this set is empty. Ifm is
even, thens = qm+1−q2+1. We note thatn−qsqm−2 =
qm+1 − qm−1 − 1 < s = qm+1 − q2 + 1, for m > 2. It
follows thatqm+1− qm−1−1 ∈ Z ∩Z−q, contradicting
our assumption that this set is empty. Combining the
two cases, we can conclude thats must be smaller than
the valueqm+[m even] − 1− (q2 − 2)[m even].

2) For the converse, we show that ifδ < δmax, then
Z ∩ Z−q = ∅, which implies C⊥h ⊆ C thanks to
Lemma 3. It suffices to show thatmin{n−qCx} ≥ δmax

or, equivalently, thatmax qCx ≤ n − δmax holds for
1 ≤ x ≤ δ − 1.

3) If m is odd, then theq-ary expansion ofx is of the
form x = x0 + x1q + · · · + xm−1q

m−1, with xi = 0,
for m ≤ i ≤ 2m − 1 as x < qm − 1. So at leastm
of the xi are equal to zero, which impliesmax qCx <
q2m − 1− (qm − 1) = n− δmax.

4) Letm be even andqxq2j be theq2-ary conjugates ofqx.
Sincex < qm+1 − q2 + 1, x = x0 + x1q+ · · ·+ xmqm

and at least one of thexi ≤ q − 2. If 0 ≤ 2j ≤ m− 2,
thenqxq2j ≤ q(qm+1 − q2)qm−2 = q2m − qm+1 = n−
qm+1+1 < n−δmax. If 2j = m, thenqxqm = xm−1+
xmq+0.q2+· · ·+0.qm+x0q

m+1 · · ·+xm−2q
2m−1. We

note that there occurs a consecutive string ofm−1 zeros
and because one of thexi ≤ q−2, we haveqxq2j < n−
q2(qm−1−1)−1 ≤ n−δmax. Form+2 ≤ 2j ≤ 2m−2,
we see thatqxq2j < n− q4(qm−1 − 1) < n− δmax.

Thus we can conclude that the primitive BCH codes contain
their Hermitian duals whenδ ≤ qm+[m even] − 1 − (q2 −
2)[m even].

IV. D IMENSION AND M INIMUM DISTANCE

In this section we determine the dimension of primitive,
narrow-sense BCH codes of lengthn with small designed
distance. Furthermore, we derive bounds on the minimum
distance of such codes and their duals.

A. Dimension

First, we make some simple observations about cyclotomic
cosets that are essential in our proof.

Lemma 5: If q be a power of a prime,m a positive integer
and n = qm − 1, then all q-ary cyclotomic cosetsCx =
{xqℓ mod n | ℓ ∈ Z} with x in the range1 ≤ x < q⌈m/2⌉ + 1
have cardinality|Cx| = m.

Proof: Seeking a contradiction, we assume that|Cx| <
m. If m = 1, thenCx would have to be the empty set, which
is impossible. Ifm > 1, then |Cx| < m implies that there

must exist an integerj in the range1 ≤ j < m such that
j dividesm and xqj ≡ x mod n. In other words,qm − 1
dividesx(qj − 1); hence,x ≥ (qm − 1)/(qj − 1).

If m is even, thenj ≤ m/2; thus,x ≥ qm/2+1. If m is odd,
thenj ≤ m/3 and it follows thatx ≥ (qm−1)/(qm/3−1), and
it is easy to see that the latter term is larger thanq⌈m/2⌉ + 1.
In both cases this contradicts our assumption that1 ≤ x ≤
q⌈m/2⌉; hence|Cx| = m.

Lemma 6: Let q be a power of a prime,m a positive integer,
andn = qm − 1. Let x and y be integers in the range1 ≤
x, y < q⌈m/2⌉+1 such thatx, y 6≡ 0 mod q. If x 6= y, then the
q-ary cosets ofx andy modulon are disjoint, i.e.,Cx 6= Cy.

Proof: Seeking a contradiction, we assume thatCx =
Cy. This assumption implies thaty ≡ xqℓ mod n for some
integerℓ in the range1 ≤ ℓ < m.

If xqℓ < n, then xqℓ ≡ 0 mod q; this contradicts our
assumptiony 6≡ 0 mod q, so we must havexqℓ ≥ n. It follows
from the range ofx that ℓ must be at least⌊m/2⌋.

If ℓ = ⌊m/2⌋, then we cannot find an admissiblex within
the given range such thaty ≡ xq⌊m/2⌋ mod n. Indeed, it
follows from the inequalityxq⌊m/2⌋ ≥ n that x ≥ q⌈m/2⌉,
so x must equalq⌈m/2⌉, but that contradictsx 6≡ 0 mod q.
Therefore,ℓ must exceed⌊m/2⌋.

Let us writex as aq-ary numberx = x0 + x1q + · · · +
xm−1q

m−1, with 0 ≤ xi < q. Note thatx0 6= 0 because
x 6≡ 0 mod q. If ⌊m/2⌋ < ℓ < m, thenxqℓ is congruent to
y0 = xm−ℓ + · · · + xm−1q

ℓ−1 + x0q
ℓ + · · · + xm−ℓ−1q

m−1

modulon. We observe thaty0 ≥ x0q
ℓ ≥ q⌈m/2⌉. Sincey 6≡

0 mod q, it follows that y = y0 ≥ q⌈m/2⌉ + 1, contradicting
the assumed range ofy.

The previous two observations about cyclotomic cosets
allow us to derive a closed form for the dimension of a
primitive BCH code. This result generalizes binary case [11,
Corollary 9.8, page 263]. See also [14] which gives estimates
on the dimension of BCH codes among other things.

Theorem 7: A primitive, narrow-sense BCH code of length
qm − 1 over Fq with designed distanceδ in the range2 ≤
δ ≤ q⌈m/2⌉ + 1 has dimension

k = qm − 1−m⌈(δ − 1)(1− 1/q)⌉. (1)
Proof: The defining set of the code is of the form

Z = C1 ∪C2 · · ·∪Cδ−1, a union of at mostδ− 1 consecutive
cyclotomic cosets. However, when1 ≤ x ≤ δ−1 is a multiple
of q, then Cx/q = Cx. Therefore, the number of cosets is
reduced by⌊(δ− 1)/q⌋. By Lemma 6, ifx, y 6≡ 0 mod q and
x 6= y, then the cosetsCx and Cy are disjoint. Thus,Z is
the union of(δ − 1) − ⌊(δ − 1)/q⌋ = ⌈(δ − 1)(1 − 1/q)⌉
distinct cyclotomic cosets. By Lemma 5 all these cosets
have cardinalitym. Therefore, the degree of the generator
polynomial ism⌈(δ − 1)(1 − 1/q)⌉, which proves our claim
about the dimension of the code.

If we exceed the range of the designed distance in the hy-
pothesis of the previous theorem, then our dimension formula
(1) is no longer valid, as our next example illustrates.

Example 8: Consider a primitive, narrow-sense BCH code
of lengthn = 42−1 = 15 overF4. If we choose the designed



distanceδ = 6 > 41+1, then the resulting code has dimension
k = 8, because the defining setZ is given by

Z = C1 ∪ C2 ∪ · · · ∪ C5 = {1, 4} ∪ {2, 8} ∪ {3, 12} ∪ {5}.

The dimension formula (1) yields42−1−2⌈(6−1)(1−1/4)⌉ =
7, so the formula does not extend beyond the range of designed
distances given in Theorem 7.

B. Distance Bounds

The true minimum distancedmin of a primitive BCH code
overFq with designed distanceδ is bounded byδ ≤ dmin ≤
qδ−1, see [11, p. 261]. If we apply the Farr bound (essentially
the sphere packing bound) using the dimension given in
Theorem 7, then we obtain:

Corollary 9: If C is primitive, narrow-sense BCH code of
lengthqm − 1 overFq with designed distanceδ in the range
2 ≤ δ ≤ q⌈m/2⌉ + 1 such that

⌊(δ+1)/2⌋
∑

i=0

(

qm − 1

i

)

(q − 1)i > qm⌈(δ−1)(1−1/q)⌉, (2)

thenC has minimum distanced = δ or δ+1; if, furthermore,
δ ≡ 0 mod q, thend = δ + 1.

Proof: Seeking a contradiction, we assume that the
minimum distanced of the code satisfiesd ≥ δ + 2. We
know from Theorem 7 that the dimension of the code is
k = qm − 1 − m⌈(δ − 1)(1 − 1/q)⌉. If we substitute this
value ofk into the sphere-packing bound

qk
⌊(d−1)/2⌋

∑

i=0

(

qm − 1

i

)

(q − 1)i ≤ qn,

then we obtain

⌊(δ+1)/2⌋
∑

i=0

(

qm − 1

i

)

(q − 1)i ≤

⌊(d−1)/2⌋
∑

i=0

(

qm − 1

i

)

(q − 1)i

≤ qm⌈(δ−1)(1−1/q)⌉,

but this contradicts condition (2); hence,δ ≤ d ≤ δ + 1.
If δ ≡ 0 mod q, then the cyclotomic cosetCδ is contained

in the defining setZ of the code becauseCδ = Cδ/q. Thus,
the BCH bound implies that the minimum distance must be
at leastδ + 1.

Lemma 10: Suppose thatC is a primitive, narrow-sense
BCH code of lengthn = qm − 1 over Fq with designed
distance2 ≤ δ ≤ δmax = q⌈m/2⌉ − 1 − (q − 2)[m odd]),
then the dual distanced⊥ ≥ δmax + 1.

Proof: Let N = {0, 1, . . . , n−1} andZδ be the defining
set of C. We know thatZδmax

⊇ Zδ ⊃ {1, . . . , δ − 1}.
ThereforeN \ Zδmax

⊆ N \ Zδ. Further, we know that
Z∩Z−1 = ∅ if 2 ≤ δ ≤ δmax from Lemma 1 and Theorem 2.
Therefore,Z−1

δmax
⊆ N \ Zδmax

⊆ N \ Zδ.
Let Tδ be the defining set of the dual code. ThenTδ =

(N \ Zδ)
−1 ⊇ Zδmax

. Moreover{0} ∈ N \ Zδ and therefore
Tδ. Thus there are at leastδmax consecutive roots inTδ. Thus
the dual distanced⊥ ≥ δmax + 1.

Lemma 11: Suppose thatC is a primitive, narrow-sense
BCH code of lengthn = q2m − 1 over Fq2 with designed
distance2 ≤ δ ≤ δmax = qm+[m even]−1− (q2−2)[m even]),
then the dual distanced⊥ ≥ δmax + 1.

Proof: The proof is analogous to the one of Lemma 10;
just keep in mind that the defining setZδ is invariant under
multiplication byq2 modulon.

V. FAMILIES OF QUANTUM CODES

We use the results of the previous sections to prove the
existence of quantum stabilizer codes.

Theorem 12: If q is a power of a prime, andm and δ are
integers such thatm ≥ 2 and2 ≤ δ ≤ δmax = q⌈m/2⌉ − 1 −
(q− 2)[m odd], then there exists a quantum stabilizer codeQ
with parameters

[[qm − 1, qm − 1− 2m⌈(δ − 1)(1− 1/q)⌉, dQ ≥ δ]]q

that is pure up toδmax+1. If BCH(n, q; δ) has true minimum
distanced, andd ≤ δmax, thenQ is a pure quantum code with
minimum distancedQ = d.

Proof: Theorem 7 and 2 imply that there exists a
classical BCH code with parameters[qm−1, qm−1−m⌈(δ−
1)(1−1/q)⌉,≥ δ]q which contains its dual code. An[n, k, d]q
code that contains its dual code implies the existence of the
quantum code with parameters[[n, 2k−n,≥ d]]q by the CSS
construction, see [7], [5]. By Lemma 10, the dual distance
exceedsδmax; the statement about the purity and minimum
distance is an immediate consequence.

Theorem 13: If q is a power of a prime,m is a positive
integer, andδ is an integer in the range2 ≤ δ ≤ qm − 1, then
there exists a quantum codeQ with parameters

[[q2m − 1, q2m − 1− 2m⌈(δ − 1)(1− 1/q2)⌉, dQ ≥ δ]]q

that is pure up toδmax + 1, where δmax = qm+[m even] −
1 − (q2 − 2)[m even]). If BCH(n, q2; δ) has true minimum
distanced, with d ≤ δmax, thenQ is a pure quantum code of
minimum distancedQ = d.

Proof: It follows from Theorems 7 and 4 that there
exists a primitive, narrow-sense[q2m − 1, q2m − 1−m⌈(δ −
1)(1 − 1/q2)⌉,≥ δ]q2 BCH code that contains its Hermitian
dual code. Recall that if a classical[n, k, d]q2 codeC exists
that contains its Hermitian dual code, then there exists an
[[n, 2k−n,≥ d]]q quantum code that is pure up tod, see [1];
this proves our claim. By Lemma 11, the Hermitian dual
distance exceedsδmax, which implies the last statement of
the claim.

VI. CONCLUSIONS

We have investigated primitive, narrow-sense BCH codes in
this note. We were able to characterize when primitive, narrow-
sense BCH codes contain their Euclidean and Hermitian dual
codes, and this allowed us to derive two series of quantum
stabilizer codes. These results make it possible to construct
more families of quantum BCH codes as shown by Cohen,
Encheva, and Litsyn in [4], since the BCH codes are nested
and are amenable to the Steane enlargement technique [12].



From a practical point of view, it is interesting that efficient
encoding and decoding algorithms are known for cyclic binary
quantum stabilizer codes, see [8].
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