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Abstract— In this work, we consider a partially cooperative  For the discrete memoryless PC-RBC with informed source
relay broadcast channel (PC-RBC) controlled by random pa-
rameters. We provide rate regions for two different situations:
1) when side information (SI) S™ on the random parameters
is non-causally known at both the source and the relay and,
2) when side information S™ is non-causally known at the
source only. These achievable regions are derived for the geral
discrete memoryless case first and then extended to the case
when the channel is degraded Gaussian and the Sl is additive
i.i.d. Gaussian. In this case, the source uses generalizedrtg """ —
paper coding (GDPC), i.e., DPC combined with partial state
cancellation, when only the source is informed, and DPC alan Fig. 1. Partially-cooperative relay broadcast channel-FBZ) with state
when both the source and the relay are informed. It appears tht, information S™ non-causally known either at both the source and the relay
even though it can not completely eliminate the effect of th&l (in  (A) or at the source only (B).
contrast to the case of source and relay being informed), GDP
is particularly useful when only the source is informed.

Rx 2 (Wo, W2)

and relay (Sectiof]ll), we derive an achievable rate region
based on the relay operating in the decode-forward (DF)
scheme. We also show that this region is tight and provides
A three-node relay broadcast channel (RBC) is a commutiie full capacity region when the channel outputs are coedip
cation network where a source node transmits both commioy degraded Gaussian noise terms and th&’Sis additive
information and private information sets to two destinatioi.i.d. Gaussian (referred to d&-AWGN partially cooperative
nodes, destination and destination2, that cooperate by RBQ. Similarly to [4], [5], it appears that, in this case, the SI
exchanging information. This may model "downlink” commus#oes not affect the capacity region, even though destimatio
nication systems that exploit relaying and user coopardtio 2 has no knowledge of the state. The result on the property
improve reliability and throughput. In this work, we consid that a known additive state does not affect capacity (as long
the RBC in which only one of the two destinations (e.gas full knowledge of this state is available at the transn)itt
destination1) assists the other destination. This channel Itas been initially established for single-user Gaussiamgél
referred to agartially cooperative RBQPC-RBC) [1], [2]. in [4], and then extended to some other multi-user Gaussian
Moreover, we assume that the channel is controlled by randefrannels in [5].
parameters and that side informatié#* on these random Forthe PC-RBC with informed source only (Secfion 1), we
parameters is non-causally known either at both the sourde alerive achievable rate regions for the discrete memoryeds
destinationl (i.e., the relay) (we refer to this situation BE€- the D-AWGN memoryless cases, based on the relay operating
RBC with informed source and relpgr at the source only (we in DF. The D-AWGN case uses generalized dirty paper coding
refer to this situation aPC-RBC with informed source only (GDPC), which allows arbitrary (negative) correlationeeén
The random state may represent random fading, interferemoelewords and the Sl, at the source. In this case, we show
imposed by other users, etc. (see [3] for a comprehensitat, even though the relay is uninformed, it benefits from
overview on state-dependent channels). The PC-RBC undlee availability of the Sl at the source, which then helps
investigation is shown in Fidl] 1. It includes the standatdyre the relay by allocating a fraction of its power to cancel the
channel (RC) as a special case, when no private informatistate, and uses the remaining of its power to transmit pure
is sent to destination, which then simply acts as relay forinformation using DPC. However, even though this region is
destination2. larger than that obtained by DPC alone (i.e., without phrtia
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state cancellation), the effect of the state can not be cetelyl B. D-AWGN Partially Cooperative RBC
icna}g(rﬁlsg as in the case when both the source and the relay e now assume that the state is additive i.i.d. Gaussian.
The results in this paper readily apply to the standard rel
channel (RC), as a special case of a PC-RBC when no privg e
information is sent to destinatiol. More generally, they m
shed light on cooperation between informed and uninform%dE
nodes and can in principle be extended to channels with m i{l
cooperating nodes, with only a subset of them being informe
Sectior 1V gives an illustrative numerical example. Sedlid] Yi=Xi 4S5+ 2%

draw some concluding remarks. Proofs are relegated todecti
il g g Yo =Y; + Xo + Z5. (2)

Furthermore, we assume that the channel outputs are cedrupt
degraded Gaussian noise terms. We refer to this channel
the D-AWGN PC-RBC with informed source and relay,
aning that there exist random variatle ~ N'(0, N;) and

~ N(0, Ny — Ny) with N7 < N,, independent of each

er and independent of the staft&, such that

The channel input sequencés, ,,} and {z2,} are subject
[1. PARTIALLY -COOPERATIVERBC WITH INFORMED to power constraint®, and P,, respectively, i.e.y ", 22, <

SOURCE AND RELAY nPy and Y1 22, < nP»; and the stateS™ is distributed

Consider the channel model for the discrete memor?—CcorOIing taV (0, QI). ) .
less PC-RBC with informed source and relay denoted byThe DTAWGN PC-RBC with no state hf"‘S been _|ntr0(_1l_1ced
(2% Do ply1, yola1, w2, 5), %4 x %, )} and depicted in and studied in [1]. It has been shown that its capacity reion
Figll. It consists of a source with inpuk,, a relay given by the region with the rate tupléBy, R1, R») satisfying

with input X,, a state-dependent probability distributim{l]

p(y1,y2|21, 22, s) and two channel outpufg; andY> at des- NPy

tinations1 (the relay) and, respectively. The source sends a [t1 < C(—) (3a)
common messagé, that is decoded by both destinations and ! 85P,

private messaged’; andW, that are decoded by destinations R + R2 < Ingux min {C(m),

1 and2, respectively. _
In this section, we consider the scenario in which the PC- C(’_Ypl + P +2y 57P1P2)} (3b)

RBC is embedded in some environment with. 81 available vP; + Na '

non-causally at both the source and the relay. We assume that - _

S;’s are i.i.d. random variables p(s), i = 1,...,n, and that [Of SOmey & [0,1], wherey = 1 -+, § = 1 - and

the channel is memoryless. C(z) = 0.5logy(1 + ). _ o
We now turn to the case when there is an additive i.i.d.

SI S™ which is non-causally known to both the source and
destinationl (the relay) but not to destinatiob We obtain

The following Lemma gives an inner bound on capacitthe following result, similar in nature (and in proof) to
region for the PC-RBC with informed source and relay, basellat provided for a physically degraded Gaussian RC in [5,
on the relay operating in the decode-and-forward (DF) sehenTheorem 3].

Lemma 1:For a discrete memoryless partially cooperative Theorem 1:The capacity region of the D-AWGN Partially
relay broadcast channgly:, y2|z1, 22, s) with state informa- Cooperative Relay Broadcast Channel with state informatio
tion S™ non-causally available at the source and destinatioon-causally available at the source, destinatidithe relay)

1 (which also acts as a relay for destinatidh but not at but not destinatior? is given by the standard capacify (3).

A. Inner bound on capacity region

destination2, a rate tuple(Ro, I1, R2) is achievable if Proof: Similarly to Costa’s approach [4], we need
only prove the achievability of the region, which follows by
Ry < I(X1;Y1[SULX>), evaluating the region[]1) with the input distribution given
Ro + Ry < min {I(UQ;Y1|SU1)7I(U1U2;Y2) —I(UlUQ;S)}, by @). Note that region[{1) has been established for the
(1) discrete memoryless case but it can be extended to memsryles
channels with discrete time and continuous alphabets using
given by
p(s)p(ur, uz, 21, 22|8)p(y1|z1, T2, $)p(Y2y1, 22), ) @)
U1 NN(alS,P ),Ug NN(QQS,P ) (43.)
where U; and Us are auxiliary random variables with finite /BaP,
cardinality bounds. Xo =1 =Nl —ai15), A= =7 (4b)
The proof is similar to that, given in Sectiéd V, for Lemina 2 X!~ N(0,vP1) (4c)
(see below). However, it is more lengthy. We omitted it here ! TEL) ,
for brevity. X1 =AUr — 1 8) + (U2 — a25) + X, (4d)



where P = (y/paP, +P,)?, P? = 3aP, and whereZ; ~ N (0, N;) and Z4 ~ N'(0, Ny — Ny ), with Ny <
P N, are independent of each other and independent of the

ap = . k=1,2. state S™ ~ N(0,QI); and the input sequences; ,,} and
PO+ P@) + (aPy + N2) {x2.,} are subject to average power constraiffsand P,
Furthermore, we leX/ be independent df/;, U, and the state respectively.
S. m We obtain an inner bound on capacity region by having the

A (more intuitive) alternative approach is as follows. Th&ource using a generalized dirty paper coding (GDPC), which
source uses superposition coding to send the information flows arbitrary (negative) correlation between the coatelw
tended for destinatioh, on top of that intended for destinationand the SI and can be viewed as a partial state cancellation
2 (and carried through the relay). We decompose the soufdd].

input X, into two parts, X! with poweraP; (stands for the ~ Definition 1: Let

information intended for destinatioh), and U with power Q' (7, p) i= (\/@_ \/p”_y—H)Q

aP, (stands for the information intended for destinati T

i.e., X; = X/ +U. For the transmission df, both the source A(7,p, 8, a) := (1 — %) pyPy ((1 - 8%

and destination know the state5™ and cooperate over a relay ,

channel (considering’| as noise) to achieve the rale{3b) [5]. +Q'(v,p) + P+ Nl)’
Next, to decode its own message, destinaticiirst pealsS B(v,p, 3,a) = (1—a)*(1 - 82)p7PLQ' (v, p)

andU to make the channel; equivalent toY/ = X| + 7. . .
This gives us the rat¢ (Ba) for messdde. + (N1 + 7P1)((1 = B)pyPr + Q' (v, P))v
I1l. PARTIALLY -COOPERATIVERBC WITH INFORMED C(v,p, B,0) = (1= B%)pyP1 (p:YPI + P
SOURCEONLY

_— +Q'(.0) + 28VAPLP: + 1P+ M),
In this section, we assume that only the source non—causaﬁ/ o,
knows the SIS™. (.0, 8,0) = (1 = a)*(1 = B2)57P1Q' (v, p)

2\ == 2/
A. Discrete memoryless PC-RBC + (V2 +7P1)((1 —B9p7P +07Q (7’p))’

The following Lemma gives an inner bound on capacitydl(%p’ﬁ’a) — 11 , (A(’vavﬁ,a))

region for the PC-RBC with informed source only. The result 2 B(v,p, 8, )

is based on the relay operating in the DF scheme. _ L C(vy,p, B, @)
Lemma 2:For a discrete memoryless partially cooperatwe 1207, 0,8, 0) = 9 o2 (D(%p ﬂ,a)) ’

relay broadcast channgly:, yo|z1, z2, s) with state informa-

tion S non-causally available at the source only, a rate tupi@” 9ven0 < v < 1, 0 < p < min{l, 3 } 0<f=1,

(Ro, R1, R,) is achievable if 0<a <1 andwherej =1 -~ andp—1- _
The following theorem gives an inner bound on capacity
Ry < I(U;Y1|UsX3) — I(Uy; S|U2X5) region for D-AWGN partially cooperative RBC with informed

source only.
Theorem 2:Let R™(y) be the set of all rate tuples

I(Uy X Ys) — I(UQ;S|X2)}, (5) (Ro, R1, R2) satisfying

Ro + Ry < min {I(Ug; Yi|Xs) — I(Us: S| Xo),

1 P,
for some joint distribution of the form Ri<g log, (1 + %) (7a)
1
p(S)p(UhU%fL’l,£C2|S)p(y1|$1,$278)p(y2|y1,=T2)a R0+R2 S m%x Inin {7’1(’7,p,/B’OLQ)’TQ(’Y’p’B’O[Q)},
@2,0,p
whereU; and U, are auxiliary random variables with finite (7b)

cardinality bounds. for somel < v < 1, where maximization is oved < p <

in{1, ,P} 0<ay <1and0 < B < 1. Then,R™(y) is
¥ontained in capacity region of the D-AWGN PC-RB{ (6),
"Where state informatior$™ is non- causally available at the
source only.
B. D-AWGN Partially Cooperative RBC Proof: The source uses a combination of superposition
oding and generalized DPC. More specifically, we decompose
e source inpufX; as

The proof is based on a combination of sliding- -window -
[71, [8], superposition-coding [9] and Gelfand and Pingker
binning [10]. See Section VI for an outline of it.

Assume now that the PC-RBC with informed source only
is degraded Gaussian,i.e., the channel outputs can bemvrit
as X, =X +U, (8a)

Yi=X1+S+ 27, O Vel
Yo = Y1+ Xo + Zb, (6) Q

S+ Uy, (8b)



where X| (of power~yP), U, (of powerpyP;) and S are where(1 — «a3)S’ is the known state and; = vP, /(vP1 +
independent, and[U,, X2] = 8v/py P P. With this choice N;). This gives us the raté log, (1 + WN—I?) for rate R;.
of input signals, channels; andY; in (6) become Remark 1 Here, we have used in essence two superimposed
, , , DPCs, with one of them being generalized. The first approach
i=X1+Uu+5+2 (9a) which suggests itself and which consists in using two stahda
Yy =Up+Xo+ 8"+ X + 21+ Z, (9b)  (not generalized) DPCs corresponds to the special cage-of
_ 0. Also, note that, for the GDPC, there is no loss in restrigtin
where the Gaussian stat¢ = (1 — 4/ L;I)S is known  the correlation (between the source inpitand the states)
to the source and has powé)'(p,v) = (vVQ — v/pyP1)?. to have the form in[(8b), in this case.
Then, given that the result of Lemnid 2 which has beenRemark 2 :A straightforward outer bound for the capacity
established for the discrete memoryless case can be extenggion of the D-AWGN partially-cooperative RBC with only
to memoryless channels with discrete time and continuothe source being informed is given by (3), for this is the
alphabets using standard techniques [6], the proof of achieapacity region of the D-AWGN PC-RBC without state or
ability follows by evaluating the regioh](5) (in whicty, Y>  with state known everywhere.
and S are replaced by, Yy and S’, respectively) with the ~ Remark 3 :The results of Lemmds 1 afdl 2 and Theorems

following choice of input distribution: @ and[2 specialize to the relay channel (RC), by letting
, destinationl decode no private message (i.B;,=0). For the

Ur ~ N(aa (1 = a2)S', v Pr), (10a) case of a RC with informed source and relay, this gives us the
Us ~ N(aaS', p7Py), (10b)  achievability of the rate
Xo ~ P. 10

2~ N (O P), _ 100 p_ ax min {I(Ul; Y1|SUs), I(UyUy; Ya)
X1 =U1+U; — (Oél + g — 1o + 7P7P1 )S/ plunuanazls)

VQ — VP (1(’)d) — (U Us; S)}.

(14)
wherea; = vP;/(vPy + N1) and0 < «s < 1. Furthermore, . -

_ Note that, even thought this rate is in general smaller than t
we letE[U, X5] = 5v/p7PLP, and chooseX, X, andS" 10 gne given in [5, Lemma 3] (in whicti(U1; Y1|SX>) is used
be independent. Through straight algebra which is omitted finstead of (Uy; Y1 |SU>) in ( )?], the two rates coincide in

y

brevity, it can be shown thaE{1L0) achieve the rated]n (7) the Gaussian (not necessarily physically degraded) caseed’
Y ak {1L0) <n (7) that, note that in the Gaussian ca&®,is a linear combination

complete the proof. _ B of U, and S [4], and hence (U55;Y,) = I(X5S;Y;). Then,
The intuition for [10) is as follows. Consider the channelriting

(@). The source allocates a fractier, of its power to send
messagel; (input X7) to destinationl and the remaining
power,¥P;, to send message/; (input U) to destinatior2,
through the relay. However, since the relay does not knowind noticing that/ (X»;Y1|SUUs) = 0 (sincepx,|v,s =
the stateS™, the source allocates a fractign (0 < p < 0,1) and I(Us;Y1|SX2U;) = 0 (since (Uy,Us) ©
min{1, %}) of the poweryP; to cancel the state so that(X;, X,,5) © (Y;,Y,) forms a Markov chain under the
the relay can benefit from this cancellation. Then, it usepecified distribution in [{14)), we gef(U;;Y1]SX3) =
the remaining powefpy Py, for pure information transmission I (Uy; Y |SU»).
(input U,,).

For the transmission of messadjé, to destination2, we IV. NUMERICAL EXAMPLE
treat the interferenceX] combined with the channel noise This section illustrates the achievable rate regions for D-
7y + Z4 as an unknown Gaussian noise. Hence, the sou®&/GN PC-RBC and physically degraded Gaussian RC, with

I(U1U2$X2;Y1) = I(XQS; Y1) + I(U1;Y1‘SX2) + .[(UQ;Y'1|S,X2U1)7
= I(UQS; Yl) + I(U1;Y1|SU2) + I(XQ;Y1‘SU1U2),

uses a DPC the help of an example. We illustrate the effect of applying
. GDPC in improving the throughput when only the source is

Us ~ N(O‘QS ,pwPl), (11a) informed.
Up=Us — a8, (11b) Fig[2 depicts the inner bound using generalized DPC in

Theoren{®2. Also shown for comparison are: an inner bound
using DPC alone (i.e., GDPC wiihh= 0) and an outer bound,
obtained by assuming both the source and the relay being
Y] =Y — Uy =X+ (1 —ay)S" + Z. (12) informed. Rate curves are depicted for both D-AWGN PC-
o o RBC and physically degraded Gaussian RC. We see that even
Thus, for the transmission of messaflg to destinationl, though the state is known only at the source, both the source
the source uses another DPC and the relay benefit.
- _ / For the physically degraded Gaussian RC, the improvement
Ul/ N(en(1 — a2)$ ’lel)’ (132) is mainly visible at high SNR= P, /N, [dB]. This is because,
X1 =Ur —an(l —a2)s, (13b)  the relay being operating in DF, cooperation between the

Furthermore, the relay can decotle = U, + a2S’ and peal
it of to make the channel to the relay equivalent to



source and the relay isore efficientat high SNR. In such
range of SNR, capacity of the degraded Gaussian RC
driven by the amount of information that the source and th
relay can, together, transfer to the destination (givenhsy t
term I(X;X5;Y3) in the capacity of the degraded RC). At
small SNR however, capacity of the degraded Gaussian RC
constrained by the broadcast bottleneck (t€i(#;; Y3| X32)).
Hence, in such range of SNR, there is no need for the soun
to assist the relay by (partially) cancelling the state for i

(since this would be accomplished at the cost of the powe —  |[[=.- R
that can be allocated to transmit information from the seurc || State 2t neither source nor destination 1
to the relay). An alternative interpretation is as follows. || 7 7 mDPCeloneat the source
. T 10N Generalized DPC atthe source ]
high SNR, the source and the relay form two fictitious user -
(with only one of them being informed) sending information t w

same destination, over a MAC. The sum rate over this MA( 7

is more enlarged (by the use of GDPC) at high SNR. This
interpretation conforms with the result in [11] for a MAC Wit
only one informed encoder. However, note this interpretati
deviates from [11], in that the fictitious MAC consideredéer
haS Corre|ated inpUtS). 120 = = = = DPC alone at the source

For the D-AWGN PC-RBC, we see that both destinatlon T T Smemboh souree and reiy
and destinatioR benefits from using GDPC at the source. This
can be easily understood as follows. Since applying GDPC
the source improves rafe, for destinatior2 (w.r.t. using DPC
alone), the source needs lesser power, for the same amoun
information to be transmitted to destinatian(i.e., for the
sameR;). Hence, the power put aside can be used to increa
rate R, (see the zoom on the top left of F{g. 3(a)).

(a) D-AWGN Partially Cooperative RBC

Generalized DPC at the source

--------- State at neither source nor relay = '

Rate R

V. CONCLUDING REMARKS

In many practical communication systems that exploit nod
cooperation to increase throughput or improve reliabititi
ferent (possibly not co-located) cooperating nodes rarelse (b) Physically Degraded Gaussian Relay Channel
access to the same state information (SI) about the channel ( _ _ _
terference, fading, etc.). In this case, a more generaloagpr Elggirazde | é‘;ﬂg‘s’;t;'eRgte(éegf”;;‘i ?'QWS’NNTC;R?OCN;"”i qh@‘(%)c
to address node cooperation in such channels is to cons@epr: Pr=1,Q=2 No=1.
different Sl at the different nodes. Also, as these nodesdyrar
have the ability to measure directly, or estimate, the cbbnn
state, a more involved approach would be to account for thér, y) asT"[x,y]. We defineT"[x, y|z"] as
cost of conveying Sl (e.g., by a third party) to the different
nodes (as already done for MAC, in [12]). In this paper, we Txyle"] ={y" : («",y") €Tl [xy]}.  (16)

have conS|der_eq the ba_3|c three—node_network n Wh'Ch Yrte that it suffices to prove the result for the case without
nodes transmit information over a partially cooperativiaye common message (i.&, = 0). This is because one can view

broadcast channel (PC-RBC). We investigated two differe flm of the rateR, to be common rateRy, since destination
situations: when both the source and the relay non-caus Yiso decodes messagé, '

know the cr_]annel statg and, yvhen only the source k”O.WS ¢ SWe assume that the source uses a combination of superpo-
state. One important finding in the latter case is that, in t &ion coding [13, Chapter 14.6] and Gelfand and Pinsker’s

degraded Gaussian case, the source can still help the r . . - .
(which suffers from the interfering channel state), by gsin ﬁ}'mng [10]. We adopt the regular encoding/sliding window

; . . . . decoding strategy [8] for the decode-and-forward scheme.
ggnerallged dirty paper chlng (GDPC) i.e., DPC COmbm%seecoding is based on a combination of joint typicality and
with partial state cancellation. L .
sliding-window.
We consider a transmission ovBrblocks, each with length
n. A each of the firstB — 1 blocks, a pair of messages
In the following, we denote the set of strongly jointty (wy,,w2,) € #1 x #, is sent, where denotes the index

typical sequences (see [13, Chapter 14.2]) with distrilouti of the block,i = 1,..., B — 1. For fixed n, the rate pair

VI. OUTLINE OF PROOF FORLEMMA



(R1 251, Ry 21 approachesRi, Ry) as B —» +oo. We  If such j, does not exist, sefia(s,wa i 1,wa;) = Jo.

use random codes for the proof. Sometimes, we will usg; as shorthand for the chosgn Let
Fix a joint probability distribution of ji(s,we—1,ws,,w1,;) be the smallest integek such that

Uy,Us, X1, X0, S,Y7,Y; of the form

(uljl w1 (W25, (X2 (W2,i-1))), S)

€ T'uy,ug, x2,slus, zh].  (18)

p(S)P(Ula Uz, T, x2|s)p(y1 |£101 » L2, s)p(y2|y1, x2),

where U; and U, are two auxiliary random variables with
bounded alphabet cardinality which stand for the inforovati If such j; does not exist, sef (s, w2,i—1, w2, w1,) = Ji.
being carried by the source inpif; and intended for desti- Sometimes, we will usg; as shorthand for the choseh.

nation1 and destinatior2, respectively. Finally, generate a vector of input lettexs € 27" according
Fix e > 0. Let to the memoryless distribution defined by the product of
Jl é 2n(I(U1 ;S|U2X2)+26)a Hlp(x11|u11 (UQ (XQ)), U4 (XQ), Si) (19)
Jo A 2n(I(U2;S|X2)+2€) - .
N ’ Decoding: The decoding procedures at the end of black
M L 2n(R174e)
1 ) are as follows.
M, 2 on(Ra=69 1. destinationl, having knownws ;_1, declares thati, ;

Random codebook generatioe generate two statistically is sent if there is a unique, ; such that
independent codebooks (codebodkand?2) by following the , n .
steps outlined below twice. These codebooks will be used (u2j2aw2,i(X2(w2ai—1))aYI(z)) € T{'[uz, x2,y1(i)[z3].

for blocks with odd and even indices, respectively (see the |+ can be shown that the decoding error in this step is

encodingstep). small for sufficiently largen if
1. GenerateM, i.i.d. codewordsxs(w’), of length n
each, indexed bys” € {1,2,...,M,}, and each with Ry < I(Us; Y1|X2) — 1(Uz; S|X2). (20)
dlstr|but|onHz-p”(:c2i). _ , 2. destinationl, having knownw,; ; andw,;, declares
2. For eachx,(w"), generate a collectiob(x,(w")) of that the messagé ; is sent if there is a uniqué ;
up-vectors ’ ’

such that

b(xz(w")) = {ugjz_’w/(xz(w”)), g2 €{1,2,---, o}, (U-ljl,uvl,i(U-2j2,w2,i(Xz(wzi—l)))a)ﬂ (z))

w'€{1,2,--- 5M2}} ET:[U17UQ,X27y1(i)|$;,’u,g].
independently of each other, each with distribution |t can be shown that the decoding error in this step is
Iip(ugi|w2: (w")). small for sufficiently largen if
3. For eachxy(w"), for eachuy;, . (x2(w”)), generate a
collectiona of u;-vectors Ry < I(U1; Y1|U2X32) — I(Uy; S|U2 X3). (21)

a(Xg(w/I),UQj27w/(Xg(w”))) _ {u1j17w(u2j2,’w’(XQ(w/I)))1 3. Destinal.tiorﬁ kn.OWS’wg,i._Q a.nd deCOdGSUQJ-_l based
on the information received in block— 1 and block:.
se{l,2,---, if,we{l,2,--- ,M1}} It declares that the message ;_; is sent if there is a

independently of each other, each with distribution ~ “Nd4€®2i-1 such that

ILip(u|ug; (j2, w'), z2;(w”)). Reveal the collectiona . . n
andb and the sequencegs,} to the source and desti- (xQ(wZi—l)’yz(l)) € T2'[x2, y2],
nations1 and2.
Encoding: We encode messages using codebobkand (“247'2,11”12,1-1(X2(w27i—2))7}’2(i - 1)) € T!'[u2, X2, ya|25].

2, respectively, for blocks with odd and even indices. Using ] ] ] ]
independent codebooks for blocks with odd and even indices 't ¢@n be shown that the decoding error in this step is
makes the error events corresponding to these blocks inde- Small for sufficiently largen if

pendent and hence, the corresponding probabilities etsier Ry < I(UsX2;Ya) — I(Us; S| X). (23)
evaluate.
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