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Abstract— We consider directed acyclicsum-networks with m

sources andn terminals where the sources generate symbols from
an arbitrary alphabet field F , and the terminals need to recover
the sum of the sources overF . We show that for any co-finite
set of primes, there is a sum-network which is solvable only
over fields of characteristics belonging to that set. We further
construct a sum-network where a scalar solution exists overall
fields other than the binary field F2. We also show that a sum-
network is solvable over a field if and only if its reverse network
is solvable over the same field.

I. I NTRODUCTION

After its introduction by the seminal work by Ahlswede et
al. [1], the field of network coding has seen an explosion of
interest and development. See, for instance, [2], [3], [4],[5] for
some early development in the area. The work by Dougherty
et al. in [6], [7] are specially relevant in the context of this
paper for the nature of results and the proof techniques. They
defined a network with specific demands of the terminals to be
scalar linear solvable (resp. vector linear solvable) overa field
Fq if there exists a scalar linear network code (resp. vector
linear network code) overFq which satisfies the demands of
all the terminals. A primep is said to be a characteristic of
a network if the network is solvable over some finite field of
characteristicp. They showed that for any finite or co-finite
set of primes, there exists a network where the given set is the
set of characteristics of the network.

In most of the past work, the terminal nodes have been
considered to require the recovery of all or part of the sources’
data. A more general setup is where the terminals require
to recover some functions of the sources’ data. Recently,
the problem of communicating the sum of sources to some
terminals was considered in [8], [9]. We call such a network
as a sum-network. It was shown in [8] that if there are two
sources or two terminals in the network, then the sum of the
sources can be communicated to the terminals if and only
if every source is connected to every terminal. While this
condition is also necessary for any number of sources and
terminals, it may not be sufficient. In [9], the authors showed
that for any finite set of prime numbers, there exists a network
where the sum of the sources can be communicated to the
terminals using scalar or vector linear network coding if and
only if the characteristic of the alphabet field belongs to the
given set.

It is worth mentioning that the problem of distributed func-
tion computation in general has been considered in different
contexts in the past. The work in [10], [11], [12], [13], [14]
is only to mention a few.

Given a multiple unicast network, its reverse network is
obtained by reversing the direction of all the links and inter-
changing the role of source and destination for each source-
destination pair. It is known ([15], [16]) that a multiple unicast
network is linearly solvable if and only if its reverse network is
linearly solvable. However, there are multiple-unicast networks
which are solvable by nonlinear network coding but whose
reverse networks are not solvable ([15], [16]).

In this paper, we consider a directed acyclic network with
unit-capacity links. We prove the following results.

• For every co-finite set of prime numbers, there exists a
directed acyclic network of unit-capacity links with some
sources and terminals so that the sum of the sources
can be communicated to all the terminals using vector
or scaler network coding if and only if the characteristic
of the alphabet field belongs to the given set. This result
complements the result in [9].

• We construct a network where the sum of the sources can
be communicated to the terminals over all fields except
the binary fieldF2. This shows that whether the sum of
the sources can be communicated to the terminals in a
network using scalar linear network coding over a field
does not depend only on the characteristic of the field. It
may also depend further on the order of the field.

• The sum of the sources can be communicated to the
terminals in a network over some alphabet field using
linear network coding if and only if the same is true for
the reverse network.

Proof techniques of this paper are similar to that in [9].
In Section II, we introduce the system model. The results

of this paper are presented in Section III and Section IV. We
conclude the paper with a short discussion in Section V.

II. SYSTEM MODEL

A sum-network is represented by a directed acyclic graph
G = (V,E) where V is a finite set denoting the vertices
of the network,E ⊆ V × V is the set of edges. Among
the vertices, there arem sourcess1, s2, · · · , sm ∈ V , and
n terminalst1, t2, · · · , tn ∈ V in the network. For any edge
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e = (i, j) ∈ E, the nodej will be called the head of the edge
and the nodei will be called the tail of the edge; and they will
be denoted ashead(e) and tail(e) respectively. Throughout
the paper,p, possibly with subscripts, will denote a positive
prime integer, andq will denote a power of a prime. LetFq

denote the alphabet field. Each link in the network is assumed
to be capable of carrying a symbol fromFq in each use. Each
link is used once in every symbol interval and this time is taken
as the unit time. Each source generates one symbol fromFq in
every symbol interval, and each terminal requires to recover
the sum of the source symbols (overFq).

For any edgee ∈ E, let Ye ∈ Fq denote the message
transmitted throughe. In scalar linear network coding, each
node computes a linear combination of the incoming symbols
for transmission on an outgoing link. That is,

Ye =
∑

e′:head(e′)=tail(e)

αe′,eYe′ (1)

whentail(e) is not a source node. Hereαe′,e ∈ Fq are called
the local coding coefficients. A source node computes a linear
combination of some data symbols generated at that source
for transmission on an outgoing link, that is,

Ye =
∑

j:Xj generated attail(e)

βj,eXj (2)

for someβj,e ∈ Fq if tail(e) is a source node. Since each
source generates one symbol fromFq per unit time, there is
only one term in the summation in (2) andβj,e can be taken
to be 1 without loss of generality. The decoding operation ata
terminal involves taking a linear combination of the incoming
messages to recover the required data.

In vector linear network coding, the data stream generated
at each source node is blocked in vectors of lengthN . The
coding operations are similar to (1) and (2) with the difference
that, nowYe, Ye′ , Xj are vectors fromFN

q , andαe′,e, βj,e are
matrices fromF

N×N
q . It is known that scalar linear network

coding may give better throughput in some networks than that
is achievable by routing. Vector linear network coding may
give further improvement over scalar linear network codingin
some networks [17], [5], [18].

A sequence of nodes(v1, v2, . . . , vl) is called a path,
denoted asv1 → v2 → · · · → vl, if (vi, vi+1) ∈ E for
i = 1, 2, . . . , l − 1. Given a network code on the network,
∏l−2

i=1 α(vi,vi+1),(vi+1,vi+2) is called the path gain of the path
v1 → v2 → · · · → vl.

A sum-network is said to beN -length vector linear solvable
overFq if there is aN -length vector linear network code so
that each terminal recovers the sum of theN -length vectors
overFq generated at all the sources. Scalar linear solvability
of a sum-network is defined similarly.

III. R ESULTS

In [9], a special networkSm was defined where the sum
of the sources can be communicated to the terminals using
scalar or vector linear network coding only over fields of
characteristics dividingm − 2. For m ≥ 3, we now define

a networkS∗
m

△
= (V (S∗

m), E(S∗
m)) which has four layers of

verticesV (S∗
m) = S ∪U ∪V ∪T . The first layer of nodes are

them− 1 source nodesS
△
= {s1, s2, . . . , sm−1}. The second

and third layers havem− 1 nodes each, and they are denoted

as U
△
= {u1, u2, . . . , um−1} and V

△
= {v1, v2, . . . , vm−1}

respectively. The last layer consists of them terminal nodes

T
△
= {t1, t2, . . . , tm}. For everyi = 1, 2, . . . ,m − 1, there is

an edge fromsi to ti, ui to vi, vi to ti, and fromvi to tm.
That is, (si, ti), (ui, vi), (vi, ti), (vi, tm) ∈ E(S∗

m) for each
i = 1, 2, . . . ,m − 1. Also for every i, j = 1, 2, . . . ,m − 1,
i 6= j, there is an edge fromsi to uj . So, the set of edges is
given by

E(S∗
m) = ∪m−1

i=1 {(si, ti), (ui, vi), (vi, ti), (vi, tm)}

∪ {(si, uj) : i, j = 1, 2, . . . ,m− 1, i 6= j}

The network is shown in Fig. 1.
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Fig. 1. The networkS∗
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Now we present a lemma which will be used to prove one
of the main results of this paper.

Lemma 1: For any positive integerN , the networkS∗
m is

N -length vector linear solvable if and only if the characteristic
of the alphabet field does not dividem− 2.

Proof: First we note that every source-terminal pair in the
networkS∗

m is connected. This is clearly a necessary condition
for being able to communicate the sum of the source messages
to each terminal node over any field.

We now prove that if it is possible to communicate the sum
of the source messages using vector linear network coding
over Fq to all the terminals inS∗

m, then the characteristic of
Fq must not dividem − 2. As in (1) and (2), the message
carried by an edgee is denoted byYe. For i = 1, 2, . . . ,m,
the message vector generated by the sourcesi is denoted by
Xi ∈ F

N
q . Each terminalti computes a linear combinationRi

of the received vectors.
Local coding coefficients/matrices used at different layers

in the network are denoted by different symbols for clarity.
The message vectors carried by different edges and the corre-



sponding local coding coefficients are as below.

Y(si,ti) = αi,iXi for 1 ≤ i ≤ m− 1, (3a)

Y(si,uj) = αi,jXi

for 1 ≤ i, j ≤ m− 1, i 6= j, (3b)

Y(ui,vi) =

m−1
∑

j=1

j 6=i

βj,iY(sj ,ui)

for 1 ≤ i ≤ m− 1, (3c)

Ri = γi,1Y(si,ti) + γi,2Y(vi,ti)

for 1 ≤ i ≤ m− 1, (4a)

Rm =

m−1
∑

j=1

γj,mY(vj ,tm). (4b)

Here all the coding coefficientsαi,j , βi,j , γi,j areN ×N ma-
trices overFq, and the message vectorsXi and the messages
carried by the linksY(.,.) are length-N vectors overFq.

Without loss of generality (w.l.o.g.), we assume that
Y(vi,ti) = Y(vi,tm) = Y(ui,vi) and αi,i = αi,j = I for
1 ≤ i, j ≤ m− 1, i 6= j, whereI denotes theN ×N identity
matrix.

By assumption, each terminal decodes the sum of all the
source messages. That is,

Ri =

m−1
∑

j=1

Xj for i = 1, 2, . . . ,m (5)

for all values ofX1, X2, . . . , Xm−1 ∈ F
N
q .

From equations (3) and (4), we have

Ri =
m−1
∑

j=1

j 6=i

γi,2βj,iXj + γi,1Xi (6)

for i = 1, 2, . . . ,m− 1, and

Rm =

m−1
∑

i=1

γi,m









m−1
∑

j=1

j 6=i

βj,iXj









=

m−1
∑

j=1









m−1
∑

i=1
i6=j

γi,mβj,i









Xj. (7)

Since (5) is true for all values ofX1, X2, . . . , Xm ∈ F
N
q ,

equations (6) and (7) imply

γi,2βj,i = I for 1 ≤ i, j ≤ m− 1, i 6= j, (8)

γi,1 = I for 1 ≤ i ≤ m− 1, (9)
m−1
∑

i=1
i6=j

γi,mβj,i = I for 1 ≤ j ≤ m− 1. (10)

All the coding matrices in equations (8),(9) are invertiblesince
the right hand side of the equations are the identity matrix.

Equations (8) implyβj,i = βk,i for 1 ≤ i, j, k ≤ m − 1,
j 6= i 6= k. So, let us denote all the equal co-efficientsβj,i; 1 ≤
j ≤ m− 1, j 6= i by βi. Then (10) can be rewritten as

m−1
∑

i=1
i6=j

γi,mβi = I for 1 ≤ j ≤ m− 1. (11)

Equation (11) implies

γi,mβi = γj,mβj for 1 ≤ i, j ≤ m− 1, i 6= j.

Then (11) gives

(m− 2)γ1,mβ1 = I

⇒ γ1,mβ1 = (m− 2)−1I. (12)

Equation (12) implies that the matrixγ1,mβ1 is a diagonal
matrix and all the diagonal elements are equal to(m− 2)−1.
But the inverse of(m−2) exists over the alphabet field if and
only if the characteristic of the field does not divide(m− 2).
So, the sum of the source messages can be communicated in
S∗
m by N -length vector linear network coding overFq only if

the characteristic ofFq does not divide(m− 2).
Now, if the characteristic ofFq does not divide(m−2), then

for any block lengthN , in particular for scalar network coding
for N = 1, every coding matrix in (3a)-(3c) can be chosen
to be the identity matrix. The terminalst1, t2, · · · , tm−1 then
can recover the sum of the source messages by taking the sum
of the incoming messages, i.e., by takingγi,1 = γi,2 = I for
1 ≤ i ≤ m − 1 in (4a). Terminaltm recovers the sum of
the source messages by takingγi,m, 1 ≤ i ≤ m − 1 in (4b)
as diagonal matrices having diagonal elements as inverse of
(m − 2). The inverse of(m − 2) exists overFq because the
characteristic ofFq does not divide(m− 2).

Lemma 1 gives the following theorem.
Theorem 2: For any finite setP = {p1, p2, . . . , pl} of

positive prime numbers, there exists a directed acyclic sum-
network of unit-capacity edges where for any positive integer
N , the network isN -length vector linear solvable if and only
if the characteristic of the alphabet field does not belong to
P .

Proof: Consider the networkS∗
m for m = p1p2 . . . pl+2.

This network satisfies the condition in the theorem by Lemma
1.

We note that the alphabet field in Theorem 2 may also
be an infinite field of non-zero characteristic. In particular,
the theorem also applies to the field of rationalsFq(X) over
Fq. So, the sum-network in Theorem 2 is also solvable using
linear convolutional network code overFq if and only if the
characteristic ofFq is not inP .

Now we define another sum-networkG1 with the set
of vertices V (G1)

△
= ∪3

i=1{si, ui, vi, ti}, edgesE(G1)
△
=

{(ui, vi)|i = 1, 2, 3} ∪ {(si, uj), (vi, tj)|i, j = 1, 2, 3, i 6= j}.
The network is shown in Fig. 2. The nodess1, s2, s3 are
the sources and the nodest1, t2, t3 are the terminals in the
network. The symbols generated at the sources are denoted
by X,Z, andW respectively.
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The following lemma gives our second main result.

Lemma 3: The sum-networkG1 is scalar linear solvable
over all fields other thanF2.

Proof: The message vectors carried by different edges
and the corresponding local coding coefficients are as below.
Without loss of generality, we assume

Y(s1,u2) = Y(s1,u3) = X, (13a)

Y(s2,u1) = Y(s2,u3) = Z, (13b)

Y(s3,u1) = Y(s3,u2) = W, (13c)

and

Y(u1,v1) = Y(s2,u1) + αY(s3,u1), (14a)

Y(u2,v2) = Y(s3,u2) + βY(s1,u2), (14b)

Y(u3,v3) = Y(s1,u3) + γY(s2,u3), (14c)

whereα, β, γ ∈ Fq .
Also, w.l.o.g, we assume that

Y(u1,v1) = Y(v1,t2) = Y(v1,t3), (15a)

Y(u2,v2) = Y(v2,t1) = Y(v2,t3), (15b)

Y(u3,v3) = Y(v3,t1) = Y(v3,t2). (15c)

Since there is only one paths2 → u3 → v3 → t1 from source
s2 to terminal t1 and also one paths3 → u2 → v2 → t1
from sources3 to t1 with path gainsγ and1 respectively, the
recovered symbolR1 at t1 must be

R1 = Y(v2,t1) + γ−1Y(v3,t1). (16a)

Similarly, the recovered symbolsR1 andR2 should be

R2 = Y(v3,t2) + α−1Y(v1,t2), (16b)

R3 = Y(v1,t3) + β−1Y(v2,t3). (16c)

The coding coefficients are depicted in Fig. 2 for clarity.
From equations (13), (14), (15) and (16) it follows that

R1 = (β + γ−1)X + Z +W, (17a)

R2 = X + (γ + α−1)Z +W, (17b)

R3 = X + Z + (α + β−1)W. (17c)

Note that equation (17) requires that the coding coefficients
α, β and γ be non-zero. This requirement can also be seen
as natural since if any of these coefficients is zero, then a
particular source-terminal pair will be disconnected.
Since all the terminals must recover the sum of the source
messages, i.e.,R1 = R2 = R3 = X + Z +W , we have

β + γ−1 = 1, (18a)

γ + α−1 = 1, (18b)

α+ β−1 = 1. (18c)

Now, over the binary field the values ofα, β andγ must all
be 1. Putting α = β = γ = 1 in equation (18), we have
1 = 0. This gives a contradiction. So, it is not possible to
communicate the sum of the sources to the terminals in this
network over the binary fieldF2 using scalar linear network
coding.

Now, we consider any other finite fieldFq (q 6= 2). We show
that overFq, the conditions in equation (18) are satisfied for
some choice ofα, β, andγ.

Sinceq > 2, let α ∈ Fq be any element other than0 and
1. Also, takeγ = 1− α−1 andβ = (1 − α)−1. Clearly, they
satisfy (18a)-(18c). Hence, it is possible to communicate the
sum of the source messages to the terminals overFq.

It is worth noting that though the sum can not be commu-
nicated in this network by scalar network coding overF2, it
is possible to do so by vector network coding overF2 using
any block lengthN > 1. This follows because it is possible
to communicate the sum over the extension fieldF2N using
scalar network coding.

IV. REVERSIBILITY OF NETWORKS

Given a sum-network (recall the definition from Sec. I)
N , its reverse networkN ′ is defined to be the network with
the same set of vertices, the edges reversed, and the role of
sources and terminals interchanged. It should be noted that
sinceN may have unequal number of sources and terminals,
the number of sources (resp. terminals) inN and that inN ′

may be different. For example, the reverse networkS∗′

m of S∗
m

hasm sources andm − 1 terminals and so the problem in
S∗′

m is to communicate the sum of the source messages (say,
Y1, . . . , Ym) to them− 1 terminals. In this section, we show
that for any sum-networkN and any alphabet fieldFq, the
sum-networkN is N -length vector linear solvable overFq if
and only if its reverse networkN ′ is N -length vector linear
solvable overFq.

Consider a generic sum-networkN depicted in Fig. 3.
Consider the cutsC1 andC2 shown in the figure. We call these
cuts, thesource-cut and theterminal-cut of the sum-network
respectively. The transfer function fromC1 to C2 is defined
to be them × n matrix T over Fq which relates the vectors
X = (X1, X2, . . . , Xm) andR = (R1, R2, . . . , Rn) as

R = XT.

In case of N -length vector linear coding,
X1, X2, . . . , Xm, R1, R2, . . . , Rn ∈ FN

q , X ∈ FmN
q ,



and R ∈ FnN
q . The transfer matrix is amN × nN matrix

which is easier viewed as anm× n matrix of N ×N blocks.
The (i, j)-th element (‘block’ for vector linear coding) of the
transfer matrix is the sum of the path gains of all paths from
Xi to Rj . The following lemma follows directly.

Lemma 4: A sum-networkN is N -length vector linear
solvable if and only if there is anN -length vector linear
network code so that each element/block of the transfer matrix
from the source-cut to the terminal-cut is theN ×N identity
matrix.

Now consider the reverse networkN ′ of N . Let us denote
the source symbols inN ′ asY1, Y2, . . . , Yn and the recovered
symbols at the terminals asR′

1, R
′
2, . . . , R

′
m. Let us denote the

network coding coefficients ofN ′ by βe,e′ for any two edges
e, e′ ∈ E(N ′) so thathead(e) = tail(e′). Let us denote the
edge inN ′ obtained by reversing the edgee ∈ E(N ) by ẽ.
Clearly, there is a1− 1 correspondence between the paths in
N and the paths inN ′. So, if there is aN -length vector linear
network code overFq which solves the sum-networkN , then
N ′ will also be N -length vector linear solvable overFq if
there is anN -length vector linear network code forN ′ which
results in the same path gain for each path inN ′ as that for the
corresponding path inN . In that case, the transfer matrix from
the source-cut to the terminal-cut inN ′ for that network code
will be the transpose of the transfer matrix for the network
code forN . Now, suppose{αe,e′ | e, e′ ∈ E(N ), head(e) =
tail(e′)} is the network code which solves the sum-network

N . Then clearly the network code{βẽ′,ẽ

△
= αe,e′ | e, e′ ∈

E(N ), head(e) = tail(e′)} results in a transfer matrix with
all blocks asI for N ′, and thus solves the sum-networkN ′.
So, we have our final result:

Theorem 5: A sum-networkN is N -length vector linear
solvable overFq if and only if its reverse networkN ′ is also
N -length vector linear solvable overFq.

C1

s1 sm

C2

tnt1

RnR2

t2

R1

X X X1 2 m

s2

Fig. 3. A generic sum-network

V. D ISCUSSION

We have presented some results on communicating the sum
of source messages to a set of terminals. It was shown in
[7] that there is a1 − 1 correspondence between systems
of polynomial equations and networks. This is a key result
which implies existence of networks with arbitrary finite or
co-finite characteristic set. Though sum-networks have very
specific demands by the terminal nodes and thus are more
restricted as a class, a complete characterization of the systems
of polynomial equations which have equivalent sum-networks
is not yet known. Investigation in this direction is in progress.

VI. A CKNOWLEDGMENTS

This work was supported in part by Tata Tele-services IIT
Bombay Center of Excellence in Telecomm (TICET) and
Bharti Centre for Communication.

REFERENCES

[1] R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung. Network information
flow. IEEE Transactions on Information Theory, 46(4):1204–1216,
2000.

[2] S.-Y. R. Li, R. W. Yeung, and N. Cai. Linear network coding. IEEE
Transactions on Information Theory, 49(2):371–381, 2003.

[3] R. Koetter and M. Médard. An algebraic approach to network coding.
IEEE/ACM Transactions on Networking, 11(5):782–795, 2003.

[4] S. Jaggi, P. Sanders, P. A. Chou, M. Effros, S. Egner, K. Jain, and
L. Tolhuizen. Polynomial time algorithms for multicast network code
construction. IEEE Transactions on Information Theory, 51(6):1973–
1982, June 2005.

[5] M. Médard, M. Effros, T. Ho, and D. Karger. On coding for nonmulticast
networks. In Proceedings of 41st Annual Allerton Conference on
Communication, Control, and Computing, Monticello, IL, October 2003.

[6] R. Dougherty, C. Freiling, and K. Zeger. Insufficiency oflinear coding
in network information flow.IEEE Trans. Inform. Theory, 51(8):2745–
2759, 2005.

[7] R. Dougherty, C. Freiling, and K. Zeger. Linear network codes
and systems of polynomial equations.IEEE Trans. Inform. Theory,
54(5):2303–2316, 2008.

[8] Aditya Ramamoorthy. Communicating the sum of sources over a
network. In Proceedings of ISIT, Toronto, Canada, July06-11, pages
1646–1650, 2008.

[9] Brijesh Kumar Rai, Bikash Kumar Dey, and Abhay Karandikar. Some
results on communicating the sum of sources over a network.Accepted
in NetCod 2009. Also available at http://arxiv.org/abs/0811.0285.

[10] J. N. Tsistsiklis. Decentralized detection by a large number of sensors.
Mathematics of Control, Signals and Systems, 1(2):167–182, 1988.

[11] R. G. Gallager. Finding parity in a simple broadcast network. IEEE
Trans. Inform. Theory, 34:176–180, 1988.

[12] A. Giridhar and P. R. Kumar. Computing and communicating functions
over sensor networks.IEEE J. Select. Areas Commun., 23(4):755–764,
2005.

[13] Y. Kanoria and D. Manjunath. On distributed computation in noisy
random planar networks. InProceedings of ISIT, Nice, France, 2008.

[14] S. Boyd, A. Ghosh, B. Prabhaar, and D. Shah. Gossip algorithms: design,
analysis and applications. InProceedings of IEEE INFOCOM, pages
1653–1664, 2005.

[15] Soren Riis. Reversible and irreversible information networks. InIEEE
Trans. Inform. Theory, number 11, pages 4339–4349, 2007.

[16] Randall Doughtery and Kenneth Zeger. Nonreversibility and equivalent
constructions of multiple-unicast networks.IEEE Trans. Inform. Theory,
52(11):5067–5077, 2006.

[17] A. Rasala Lehman and E. Lehman. Complexity classification of network
information flow problems. InProceedings of 41st Annual Allerton
Conference on Communication, Control, and Computing, Monticello,
IL, October 2003.

[18] S. Riis. Linear versus nonlinear boolean functions in network flow. In
Proceedings of 38th Annual Conference on Information Sciences and
Systems, Princeton, NJ, March 2004.


	Introduction
	System model
	Results
	Reversibility of networks
	Discussion
	Acknowledgments
	References

